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Abstract: Laser scanning technology has long been the preferred method for capturing interior scenes
in various industries. With a growing market, smaller and more affordable scanners have emerged,
offering end products with sufficient accuracy. While not on par with professional scanners, Apple
has made laser scanning technology accessible to users with the introduction of the new iPhone Pro
models, democratizing 3D scanning. Thus, this study aimed to assess the performance of the iPhone’s
lidar technology as a low-cost solution for building documentation. Four scanning applications were
evaluated to determine the accuracy, precision, and user experience of the generated point clouds
compared with a terrestrial laser scanner. The results reveal varying performances on the same
device, highlighting the influence of software. Notably, there is room for improvement, particularly in
tracking the device’s position through software solutions. As it stands, the technology is well suited
for applications such as indoor navigation and the generation of quick floor plans in the context of
building documentation.

Keywords: low-cost solutions; smartphone lidar; iPhone 13 Pro; building documentation; point
cloud analysis

1. Introduction

Over the past decades, laser scanning has emerged as a cutting-edge technology.
Laser scanners generate point clouds that are highly effective in representing objects of
varying complexity at different scales [1]. In the 1990s, terrestrial laser scanners (TLS)
were introduced to the surveying industry [2], and towards the 2010s, they became more
accurate and capable of scanning ranges of hundreds of meters. TLSs are widely used in
a variety of applications, including cultural heritage [3,4], change detection [5,6], monitoring
and deformation [7–9], as-built modelling [10], and forestry [11]. In the late 2000s, mobile
mapping systems (MMS), which operate on a vehicle such as a car, were introduced
into mapping operations, mainly for data capture on road infrastructure and building
facades [12] and extended its use to various applications [13–20].

These systems utilize active or passive sensing to capture the object of interest, along
with GNSS and IMU for accurate georeferencing. While the GNSS and IMU combination
works well for outdoor applications, in GNSS-denied spaces like indoors, using only inertial
sensors leads to an increasing drift rate, one which cannot be corrected due to the unknown
function with respect to time [21]. Simultaneous localization and mapping (SLAM) is one of
the techniques that offers a solution to this problem. Its fundamental concept is monitoring
the sensor’s position and orientation (pose) over time in 3 degrees of freedom (DoF) and
with relative coordinates, respectively. This is achieved by utilizing overlaps in optical data,
such as with previously observed features [21].

Nowadays, numerous low-cost MMS rely on SLAM and can be utilized through
various platforms like trolleys, backpacks, and hand-held devices. Although many of
these systems have been initialized for entertainment, some have led to research work
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developments for further applications. In addition to mobile laser scanner solutions, depth
cameras represent another commonly employed low-cost alternative in 3D documentation.
The integration of RGB and depth cameras generates a 3D representation of the scene
by capturing the distance between the object and the camera within their field of view
(FOV) and is frequently utilized in computer vision [22]. Two common approaches for
depth cameras are time-of-flight (ToF) and structured light. ToF cameras, exemplified by
devices like Azure Kinect and HoloLens, emit light pulses and capture the reflected signal to
calculate the distance based on the measured time for the light to travel to an object and back.
Numerous studies have incorporated both systems in indoor mapping [23–25]. Structured
light-based cameras project a known light pattern onto the scene and calculate depth
information based on the distortion of the pattern on the analyzed object surface. Early
generations of Kinect serve as a well-known example of this type of camera and have been
utilized in various studies to investigate their capabilities in indoor mapping [22,26,27].

The developments in laser scanning technology and the rapid advancement in low-
cost sensor technology have made 3D laser scanning more accessible and cost-effective.
Over the years, researchers have investigated comparative evaluation of the lidar-based
indoor MSS, such as [28–31]. Even consumer technology, like some iPhone models, now
incorporates laser scanning technology, opening possibilities for the democratization of
3D scanning. This paper aims to perform scanning experiments with Apple iPhone 13
Pro lidar for 3D documentation of indoor environments. People spend most of their time
in indoor environments, [32] yet these lack proper and up-to-date map representations.
Though developments in scanning technology have made it possible to capture indoor
environments with efficiency of time and accuracy, the cost could still be lower and the
technology needs expertise. Therefore, research into low-cost opportunities for indoor
mapping, as in other domains [33], is still an ongoing effort.

In this regard, this paper will assess the possibility of using a consumer-grade smart-
phone equipped with lidar (Apple iPhone 13 Pro) as a low-cost alternative to mobile
mapping systems or terrestrial laser scanners in the 3D documentation of indoor environ-
ments, such as in the quick generation of floor plans and indoor navigation maps, detecting
changes in spaces, or filling the gaps in a previous scan. For the experiment, a room occu-
pied by laboratory inventory will be scanned by different 3D scanning applications installed
on an iPhone 13 Pro, and the resulting point clouds will be compared with terrestrial laser
scanner data.

The remainder of this paper is organized as follows. Section 2 briefly describes the
key related works on smartphone-based MSS and existing solutions. Section 3 explains the
methodologies used as well as the data acquisition. The results are expressed in Section 4,
and, finally, the paper is concluded and discussed in Section 5.

2. Related Works

Using smartphones to obtain spatial information is not a new concept, as smartphones
are equipped with inertial sensors that are commonly used in indoor positioning, such as
in [34], and cameras that are used in 3D reconstruction based on images or videos [35,36].
Most earlier studies intensively worked with the Google Tango technology, which was
launched in 2014 [37] and aimed to evaluate the dependability, influence, and engage-
ment of users in a hardware and software bundle that permits the development of aug-
mented/mixed/virtual reality content exclusively through the use of their smartphones
or tablets [38]. The Tango project was only available on a limited number of compatible
phones and tablets. In 2018, the project was terminated and replaced with ARCore [39].
Some studies include [40,41], both of which tested the Tango tablet’s capability for 3D docu-
mentation of indoor spaces. Other examples are [42], which investigated 3D reconstruction
using a Tango smartphone in the context of cultural heritage, and [38], which assessed the
quality and potential of the system in their study.

Apple introduced lidar sensors into its pro lines of tablets and smartphones, iPad Pro
and iPhone 12 Pro, in 2020. This brought a novelty to the 3D scanning subject by incorpo-
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rating a lidar sensor into user-grade smartphones, leading to the question of whether these
devices would be a low-cost alternative with enough accuracy in 3D scanning. Apple’s
aim was more to improve the camera and enhance the augmented reality experience for
its users. Hence, Apple has not released any 3D scanning applications for large spaces
or objects after the initial release, apart from the Measure app, which is designed as
a measuring tool. However, Apple has provided a software development kit (SDK); since
then, many developers have developed 3D scanning apps with ARKit by Apple. As it
seems to be compatible with novice users who seek to generate a floor plan to design their
houses or to try furniture before buying, more applications that target scanning experts
have been released over time. It has also received attention from researchers as a low-cost
and over-the-shelf alternative for 3D documentation. Different subjects have been inves-
tigated since the release of the first Apple device equipped with the lidar sensor. [43,44]
evaluated the iPhone 12 Pro for its use in geoscience applications. The former reports a 10
cm sensor accuracy when demonstrating its use on a coastal cliff, while the latter concludes
that the tested iPhone 12 Pro device would be the standard process for capturing rocky
slopes and investigating discontinuities, despite limitations in its range. [33,45] assessed
the Apple lidar devices for their use in heritage documentation and concluded that this
technology holds great promise for the near future. [46] investigated these devices for
indoor/outdoor modelling and reported 53 cm for local precision and 10 cm for global
correctness. The indoor test space consisted of two adjacent rooms that covered a total of
around 200 m2. [47] evaluated the iPad Pro from the architectural surveying perspective
and reported 2 cm precision and 4 cm accuracy for a 1:200 map scale.

3. Materials and Methods

The iPhone 13 Pro was the device tested in this study, and was released in September
2021. The device weighs 204 g, has a 7.7 mm thickness, and features a 6.1-inch super retina
display. It is powered by an A15 Bionic chip with a 6 core CPU, 5-core GPU, 16-core Neural
Engine, 6 GB RAM, and 128 GB memory. Additionally, the iPhone 13 Pro includes three
12MP rear cameras (telephoto, wide, and ultrawide) and a 3D time-of-flight (ToF) lidar.
Although Apple publishes limited information about the technical details of the laser used
in their products, the authors of [34] have claimed that the laser sensor is a solid-state
device that does not use motorized mechanical parts so as to provide higher scalability and
reliability. According to [27], the lidar sensor of the iPhone 13 Pro emits a vertical cavity
surface emitting laser with diffraction optics element (VCSEL DOE) at a near-infrared
spectrum in a 2D array and is received by a single-photon avalanche photodiode (SPAD).
A total of 576 points are emitted in an array of 8 × 8 points, diffracted into 3 × 3 grids.

Although Apple does not offer a dedicated 3D scanning application, developers
can access sensors on iOS 14 and later versions through ARKit to create 3D mapping
applications. As a result, several 3D scanning applications are available in the Apple Store.
This study used four different 3D scanning applications—3DScanner, PolyCam, Scaniverse,
and SiteScape. The selection was based on three criteria: (1) the application was free or
had a free-use option, (2) the product generated a point cloud, and (3) the lidar sensor
was utilized in point cloud generation. Each application is explained in the following
subsections, and a summary of the applications’ specifications is given in Table 1 below.

3.1. 3D Scanner App

The 3D Scanner app (version 2.0.13(1)) is a free application offering multiple scan
modes, including LIDAR, LIDAR Advance, Point Cloud, RoomPlan, Photos, and TrueDepth.
The application’s help page explains each mode to help users select the best mode for the
scanner’s purpose. Although the LIDAR Advance mode offers flexibility in setting pa-
rameters (resolution, max depth, etc.) before the scan, the LIDAR mode was used in this
study as suggested for large areas. In the advanced mode, the scan automatically ends after
a short capture time due to the large number of points, while the LIDAR mode enables
longer scans. The quality produced by both modes is reported to be the same. Once the
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capture is completed, the scan is processed (smoothing, simplifying, and texturing) in HD,
fast, or custom modes. The app includes extra features such as extending a scan, viewing
the camera trajectory, measuring with the scan, and capturing a floor plan image. Exports
are either point cloud (PCD, PLY, LAS, e57, PTS, XYZ) or mesh (OBJ, KMZ, FBX, etc.). The
LAS format exports georeferenced point clouds with the WGS84 coordinates. The scanned
data were exported in XYZ format, compatible with the point cloud processing software
CloudCompare (version. 2.12.4).

Table 1. Summary of the specifications of each application. Given information is based on the used
versions at the time of data capture. By the time of the publication of the paper, there might be
changes in the specifications.

3D Scanner App PolyCam SiteScape Scaniverse

Scan mode
LIDAR, LIDAR

Advance, Point Cloud,
Photos, TrueDepth

LIDAR, Photo, Room LIDAR Small object, medium
object, large object (area)

Scan settings Resolution, max depth - Point density and size
(low, med, high) Range setting (max 5 m)

Processing
options HD, Fast, Custom Fast, Space, Object,

Custom
Synching to the
SiteScape cloud Speed, area, detail

Processing steps Smoothing,
simplifying, texturing - - -

Export as Point cloud, mesh Point cloud, mesh Point cloud Point cloud, mesh

Export formats
PCD, PLY, LAS, e57,

PTS, XYZ, OBJ, KMZ,
FBX etc.

DXF, PLY, LAS, PTS,
XYZ, OBJ, STL, FBX etc. e57 PLY, LAS, OBJ, FBX, STL,

GLB, USDZ

3.2. PolyCam

PolyCam (version 3.0.2) offers free, team (14.99 $/seat), and pro (14.99 $/month)
versions. The free version was sufficient for this study as it does not limit lidar captures;
however, the free trial version was used for the ease of data export. The scan modes avail-
able are LIDAR, photo, and room. The photo mode uses the photogrammetry technique
and is suitable for smaller objects, while the room mode generates 3D models instantly.
Captured scans can be processed under fast, space, object, or custom categories. Mea-
surements on scans and extending or editing an existing scan are possible. Scans can be
exported as point clouds (DXF, PLY, XYZ, LAS, PTS) or mesh (OBJ, FBX, STL, etc.). This
work used LIDAR mode for data capture using the PolyCam application, and the output
was exported in XYZ format.

3.3. SiteScape

SiteScape (version 1.6.9) also offers free, team (N/A price) and pro (49.99$/month–
52.99€) versions. Up to 50 sqm is included in the free version, with one scan synced to their
web viewer. Export is limited to PLY or E57 formats in the free version. SiteScape works
only in LIDAR mode. The user can set point density (low, med, or high), which affects how
quickly the scan will reach the maximum allowed point, and point size (low, med, or high),
which only sets the displaying size of the points while scanning. After approximately one
minute, the maximum point limit was reached for one scan, and up to ten scans could be
captured consecutively. The completed scans can be exported as a point cloud or synched
to the SiteScape cloud for viewing in a web app or sharing with multiple users. The Geolab
capture was completed with the medium (med) point density setting of SiteScape and as
ten partial scans. These scans were conducted consecutively, utilizing some overlapping
areas in between. The scans were exported in E57 format.
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3.4. Scaniverse

Scaniverse (version 2.0.3) is a free application that offers scan modes based on the size
of the object (small, medium, large). The processing is available in speed, area, and detail
modes. Processed scans can be exported as a point cloud (PLY, LAS) or mesh (OBJ; FBX,
STL, GLB, USDZ). The LAS format allows the exporting of point clouds georeferenced with
UTM Cartesian coordinates, which were used in this work. The scans were completed in
large object mode and processed in area mode.

Data were collected in the geomatics laboratory (Geolab) at HafenCity University,
Hamburg (Figure 1). The Geolab is an ideal location for testing the capacity of the iPhone’s
lidar sensor in a controlled space. It has a 35 m long straight concrete wall on one of its
longer edges. The other long edge comprises two walls measuring 13 and 23 m in length,
which gradually widen towards the center and connect with each other. These walls have
large windows covering them. The broader windows were curtained before scanning. The
short side walls are 7 and 9 m long. There are six surveying pillars that are approximately
1.5 m high and 40 cm in size, as well as many laser scanning targets, some of which had
been previously measured with a total station. Additionally, the Geolab is cluttered with
furniture and equipment.
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Figure 1. The images on the left (a–c) illustrate the Geolab test room. The whole room was scanned
at Part 1 and Part 2, covering a common area as shown on the right side (d). The scan concludes at
the starting point, identified as a point on the image (d). The colored arrows (d) indicate the walking
direction during the scanning process.
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Each application is used to scan the Geolab in two parts (Figure 1) by creating a loop
for each part (except SiteScape). Scanning is repeated a number of times, and the optimal
result was achieved when the phone was held parallel to the walls and moved up and
down by sliding slowly toward one side at every step. Attention is given to maintaining
the distance between the scanned surface and the camera, ensuring that it does not exceed
5 m, as recommended by the applications. Efforts were made to cover the ceiling and
the floor entirely while adhering to the recommendations in the applications’ manuals by
avoiding rapid movements and sudden turns. The scanning time for each application was
similar, taking between 20 to 25 min to capture the entire room. Furthermore, the laboratory
was scanned with the terrestrial laser scanner (TLS) Z+F Imager 5016 [48] from eight scan
positions, and The TLS data served as references in evaluation.

This paper investigates the capacities of the iPhone 13 Pro lidar as a low-cost sen-
sor alternative for 3D documentation of indoor environments, with a focus on the qual-
ity of the sensor and the generated point cloud. The global accuracy of the generated
point clouds was evaluated by comparing them to the terrestrial laser scanner data using
a cloud-to-cloud method, and segmented planes were analyzed to assess the precision of
the sensor. Distances were calculated to determine the local accuracy of the system by using
already available targets in the Geolab. The use of different applications in the evaluation
aims to reveal the effect of the software on quality of the final point cloud. Finally, the user
experience is included in the discussion and conclusion sections of the evaluation.

4. Results

Upon data collection, all data processing for each application was conducted using the
open-source point cloud processing software CloudCompare [49]. First, the point clouds of
Part 1 and Part 2 for each application were roughly aligned with the TLS cloud by utilizing
existing laser scanning targets or other distinctive points. Next, the iterative closest point
(ICP) algorithm performed a fine registration on each part. Registered parts were then
merged to generate a single point cloud of the test room for each application. Figure 2
displays the registered point clouds for each application. PolyCam appears to have less
distortion compared with the other applications, which, for example, exhibit more distorted
edges. The 3D Scanner app has some areas on the ceiling that were not captured, which
was a result of missing capture. The SiteScape point cloud has a very high number of
points, 115,883,552, in comparison with PolyCam (6,685,940), 3D Scanner app (6,568,595),
and Scaniverse (787,819). On one of the flat wall surfaces, the point density was assessed
within a one m2 box. The point distribution was as follows: 204,231 points for SiteScape,
9128 points for PolyCam, 6,405 points for 3D Scanner app, and 1183 points for Scaniverse.

A closer look at the point clouds shows some split surfaces, particularly where two
parts overlap and loops end. These stem from the drift error accumulating over time and
are a known problem in SLAM systems. Figure 3 shows examples of the split surfaces in
each application’s point cloud.

The comparison initially assesses global accuracy using the multiscale model-to-model
cloud comparison (M3C2) method [5]. This method calculates the Euclidean distance
between point clouds along the surface, typically to a specified search depth. The resulting
deviations from the reference point cloud are represented as M3C2 distances on the color-
coded cloud. For this study, a search depth of 40 cm was used, considering distances
beyond this value as useless.

Figure 4 presents the results, where a range of 40 cm and a color saturation of 14 cm
were used. The 3D Scanner app shows higher deviations on the walls compared with the
floor and ceiling. PolyCam demonstrates overall balanced and low deviations, with some
peaks observed on the floor and ceiling. Similarly, SiteScape displays balanced deviations,
but the walls experience partially higher deviations. Scaniverse does not display remarkable
performance in any specific area, but the walls show smaller deviations compared with
the floor and ceiling. Despite employing a consistent scanning approach with the phone
held parallel to the side walls and moved up and down by the same user at a normal to
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slow pace, varying performance in different areas within the test room is attributed to
the SLAM algorithm. A discernible line reveals the operator’s path as they walked along
one wall in one direction and then back along the other wall and can be observed as a
slight or dominant line on the point clouds (Figure 4). Additionally, areas where the loops
end, or the different parts of the room are connected exhibit higher deviations across all
applications. These observations highlight the consequences of errors in pose estimation
during dynamic scanning, resulting in misaligned points and failure in loop closure.
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Figure 4. Cloud-to-cloud comparison of each point cloud with the reference TLS point cloud (depicted
on the left). Distances were compared within a 40 cm range, with deviations beyond this range
resulting in empty spaces as observed within the marked circle in Scaniverse’s point cloud. Higher
deviations are seen in different parts for different point clouds.

Additionally, one of the long side walls was partially covered by large windows, which
were mostly shielded from direct sunlight during the capture process. The applications,
particularly PolyCam and SiteScape, demonstrated satisfactory performance along this wall,
suggesting that changes in lighting conditions during scans had minimal effect. However,
this is an assumption and not assessed within this work. On the other hand, the back wall
exhibited higher deviations from the TLS in each application’s point cloud. This can be
partly attributed to the presence of clutter in front of the wall, which hindered scanning at
a closer range. In particular, Scaniverse experienced difficulties in this area, as indicated by
the dashed circle in Figure 4, where it failed to capture any data within a 40 cm distance
from the reference cloud.

Table 2 summarizes the results obtained from the visualization in Figure 4. SiteScape
exhibits the lowest standard deviation of 6 cm, followed by PolyCam with 7 cm, Scaniverse
with 8 cm, and 3D Scanner app with 9 cm. Each application exhibits its highest point
density within the 1–3 cm range, with SiteScape leading at 46%, followed by PolyCam at
32%, Scaniverse at 31%, and the 3D Scanner app at 30%. While Scaniverse only has 3% of
points falling within the deviation range of 20 to 40 cm, as shown in Figure 4, it is important
to note that most of the data on the back wall were not captured due to our exceeding of the
limits of the set search depth of the M3C2 algorithm. Overall, the applications demonstrate
possibly achievable accuracies of up to 5 cm, considering the percentage of deviations
within this range is 69% for the 3D Scanner app, 77% for PolyCam, 83% for SiteScape
and 70% for Scaniverse. The problem seems to be in the areas with splitting or uneven
surfaces due to the drift error that accumulates over time, showing that there is room for
improvement in the software component of the applications.

The evaluation of the presented results is also compared with the accuracy levels
(LOA) defined by the U.S. Institute of Building Documentation [50], widely adhered to in
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Scan2BIM projects, and outlined in Table 3. These LOA levels are specified at the 95 percent
confidence level (2σ), a common practice in surveying, e.g., the German standard DIN
18710. LOA50 represents the highest class with accuracies of up to 1 mm, while LOA10 is
the lowest, indicating accuracies greater than 5 cm. Upon comparing the values in Table 2
with those in Table 3, it is evident that no application achieves at least 95% of all distances
within the given LOA levels up to 5 cm. The achievable accuracies for each application
are in the range of 10–20 cm for the 95% confidence level, signifying that the software
component has not yet achieved the capability to produce a highly accurate point cloud
that aligns with widely referenced standards.

Table 2. Numerical summary of the cloud-to-cloud comparison. (Std: standard deviation).

3D Scanner App PolyCam SiteScape Scaniverse

<5 mm 17% 19% 8% 10%
5 mm–1 cm 11% 17% 10% 10%

1–3 cm 30% 32% 46% 31%
3–5 cm 11% 9% 19% 19%

5–10 cm 12% 9% 9% 18%
10–20 cm 11% 12% 6% 9%
20–40 cm 8% 2% 2% 3%
Std (cm) 9 7 6 8

Table 3. LOA definitions (based on deviations of 2σ) by the U.S. Institute of Building Documentation.

Level Upper Range Lower Range

LOA10 User-defined 5 cm
LOA20 5 cm 15 mm
LOA30 15 mm 5 mm
LOA40 5 mm 1 mm
LOA50 1 mm 0

The subsequent analysis prioritized the noise assessment on the point clouds on flat
surfaces, namely walls, floor, and ceiling. To achieve this, clutter, such as furniture or wall
accessories, covering the flat surfaces was segmented away, leaving behind the relevant
areas. A plane was fitted into these remaining parts to represent the flat areas accurately.
The planes were constructed through the random sampling and consensus (RANSAC)
algorithm that calculates the parameters required to construct a corresponding primitive
utilizing a minimum set of points [51]. The distance between each point and the fitted
plane was calculated to measure the noise present in the data sets. This information was
visualized to gain insights into the noise levels across the flat surfaces.

Figure 5 illustrates the results for the TLS data. It is evident that the floor and walls
exhibit a smooth, flat surface, while the ceiling deviates partially from a flat surface, with
variations of up to 4 cm along the middle line.

Figure 6 illustrates the distances from each point to the fitted plane along the long
concrete wall, while Figure 7 focuses on the floor and ceiling. A comprehensive summary
of these comparisons can be found in Table 4. Notably, no consistent pattern is observed
across all applications concerning their behavior on each of these surfaces. For instance,
the 3D Scanner app exhibits the least deviation on the ceiling surface, while PolyCam and
Scaniverse perform better on the wall surface, and SiteScape performs better on the floor
surface. Within the applications, the percentage of points exceeding a distance of 10 cm
remains below 10%, except for Scaniverse. The standard deviation ranges between 2 to
7 cm for all applications. PolyCam and SiteScape generally perform better than the 3D
Scanner app and Scaniverse by demonstrating higher point densities in the lower deviation
ranges. The deviation pattern identified on the ceiling in the TLS data (Figure 5) is not
clearly reflected in the results from the applications. An important factor contributing to
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noise in the point clouds is the presence of split or uneven surfaces (e.g., Figure 3) arising
from the drift over time. Overall, these observations highlight that the results are primarily
influenced by the software component rather than the hardware component.
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Table 4. Summary of plane fitting. (Std: standard deviation).

3DScanner PolyCam SiteScape Scaniverse

Floor Ceiling Wall Floor Ceiling Wall Floor Ceiling Wall Floor Ceiling Wall

<1 cm 21% 38% 8% 27% 27% 44% 45% 37% 18% 13% 28% 24%
1–3 cm 34% 40% 27% 44% 47% 46% 45% 48% 35% 26% 32% 43%
3–5 cm 29% 14% 24% 17% 16% 8% 8% 12% 17% 24% 19% 19%

5–10
cm 9% 5% 33% 8% 7% 1% 1% 3% 17% 29% 20% 12%

>10 cm 7% 2% 7% 4% 4% 0% 0% 0% 12% 8% 2% 1%
Std

(cm) 5.7 3.5 5.7 3.8 3.5 1.9 2.0 2.2 6.5 5.5 4.0 3.4

Furthermore, a comprehensive comparison was undertaken to assess the local ac-
curacy of the provided point clouds. This evaluation involved measuring the Euclidean
distances between multiple points distributed throughout the room. The point coordinates
were manually extracted from each point cloud. The coordinates derived from the TLS
point cloud were considered the true values with which to establish a reference. Before
conducting this comparison, a preliminary assessment was performed by comparing the
TLS points with the ground truth coordinates obtained from total station measurements.
This assessment revealed a root mean square error (RMSE) of 3 mm for X coordinates and
6 mm for both Y and Z coordinates.

Figure 8 illustrates the targets used for evaluation and the corresponding calculated
distances. A uniformly distributed point network was selected for the comparison, en-
suring comprehensive coverage of all possible distances. The results are presented in
Tables 5 and 6.
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Table 5. The coordinates of the picked target points in each application as well as the TLS data. The
points that have been highlighted in green are those used for the calculations.

TLS 3D Scanner App PolyCam SiteScape Scaniverse

Points X Y Z X Y Z X Y Z X Y Z X Y Z

P1 1.399 −4.199 −1.127 1.402 −4.183 −1.097 1.406 −4.043 −1.135 1.356 −4.108 −1.095 - - -
P2 8.464 −4.221 −0.703 8.301 −4.074 −0.708 8.452 −4.091 −0.690 8.452 −4.059 −0.671 8.131 −3.531 −0.678
P3 0.669 −0.602 −0.968 0.674 −0.602 −0.965 0.675 −0.465 −0.984 0.686 −0.649 −0.918 0.648 0.379 −0.989

T03 0.002 14.021 0.012 −0.132 13.838 −0.013 −0.095 13.986 0.040 0.055 14.042 0.068 −0.029 14.377 0.033
T04 0.007 18.441 0.953 - - - −0.072 18.364 0.982 0.098 18.370 1.057 −0.105 18.648 0.058
T06 0.024 30.649 0.267 0.099 30.587 0.045 0.022 30.632 0.297 0.042 30.615 0.309 0.037 30.615 0.258
T08 6.771 27.013 −1.939 6.816 27.048 −1.919 6.828 26.964 −1.946 6.675 27.330 −1.907 - - -
T09 7.950 19.152 0.882 8.008 19.205 0.914 8.002 19.312 0.921 7.919 19.163 0.853 - - -
T11 9.524 8.143 −0.043 9.438 8.066 0.032 9.630 8.141 −0.036 9.503 7.983 0.036 9.599 8.245 −0.195
T13 8.731 −4.133 0.107 - - - 8.705 −4.086 0.144 8.679 −4.027 0.113 8.394 −3.528 0.181
T146 1.974 30.446 −0.413 2.099 30.413 −0.276 2.003 30.431 −0.413 2.000 30.385 −0.427 1.965 30.444 −0.360

Table 5 displays the point coordinates obtained from each point cloud. Notably, the
blurriness of the 3D Scanner and Scaniverse point clouds made it challenging to read all of
the coordinates accurately. This issue is evident in Figure 9, which highlights a wall section
adorned with numerous laser scanning targets. The 3D Scanner app exhibits distortions
that hinder precise target selection, while Scaniverse’s sparse point cloud necessitates
zooming out to identify a point. Consequently, only targets consistently readable across all
point clouds were considered for evaluation, highlighted in green in Table 5.
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Table 6. The calculated distances between target points for the TLS and each respective application.
The deviations from the TLS distances are also provided.

Distances
(m)

TLS
(d_{TLS})

3D Scanner
(d_{3D})

PolyCam
(d_{P})

SiteScape
(d_{SI})

Scaniverse
(d_{SC})

d_{TLS}-
d_{3D}

d_{TLS}-
d_{P}

d_{TLS}-
d_{SI}

d_{TLS}-
d_{SC}

P2–P3 8.599 8.384 8.586 8.485 8.449 0.215 0.013 0.113 0.150
P2–T03 20.122 19.810 20.009 19.968 19.692 0.312 0.113 0.154 0.429
P2–T06 35.890 35.626 35.745 35.693 35.105 0.264 0.145 0.198 0.786
P2–T11 12.427 12.216 12.306 12.108 11.877 0.211 0.121 0.318 0.550

P2–T146 35.270 35.043 35.120 35.044 34.531 0.228 0.150 0.227 0.739
P3–T03 14.671 14.494 14.508 14.738 14.052 0.177 0.163 −0.066 0.620
P3–T06 31.283 31.211 31.130 31.295 30.268 0.072 0.152 −0.012 1.015
P3–T11 12.480 12.367 12.456 12.376 11.943 0.113 0.024 0.104 0.537

P3–T146 31.081 31.055 30.930 31.066 30.100 0.025 0.151 0.015 0.980
T03–T06 16.630 16.751 16.648 16.575 16.240 −0.120 −0.018 0.056 0.391
T03–T11 11.190 11.176 11.347 11.224 11.417 0.014 −0.157 −0.034 −0.227

T03–T146 16.548 16.727 16.584 16.466 16.195 −0.178 −0.036 0.083 0.353
T06–T11 24.431 24.381 24.460 24.531 24.332 0.051 −0.028 −0.100 0.099

T06–T146 2.075 2.033 2.114 2.104 2.032 0.042 −0.039 −0.029 0.044
T11–T146 23.549 23.523 23.562 23.630 23.476 0.026 −0.013 −0.080 0.074

Mean (m) 0.097 0.049 0.063 0.436
RMSE (m) 0.166 0.107 0.135 0.559

Mean and RMSE values calculated after excluding P2. Mean (m) 0.022 0.020 −0.007 0.388
RMSE (m) 0.101 0.101 0.066 0.549

Geomatics 2023, 3, FOR PEER REVIEW 13 
 

 

T09 7.950 19.152 0.882 8.008 19.205 0.914 8.002 19.312 0.921 7.919 19.163 0.853 - - - 
T11 9.524 8.143 −0.043 9.438 8.066 0.032 9.630 8.141 −0.036 9.503 7.983 0.036 9.599 8.245 −0.195 
T13 8.731 −4.133 0.107 - - - 8.705 −4.086 0.144 8.679 −4.027 0.113 8.394 −3.528 0.181 

T146 1.974 30.446 −0.413 2.099 30.413 −0.276 2.003 30.431 −0.413 2.000 30.385 −0.427 1.965 30.444 −0.360 

Table 6. The calculated distances between target points for the TLS and each respective application. 
The deviations from the TLS distances are also provided. 

Distances 
(m) 

TLS 
(d_{TLS}) 

3D Scanner 
(d_{3D}) 

PolyCam 
(d_{P}) 

SiteScape 
(d_{SI}) 

Scaniverse 
(d_{SC}) 

d_{TLS}-
d_{3D}  

d_{TLS}-
d_{P}  

d_{TLS}-
d_{SI}  

d_{TLS}-
d_{SC}  

P2–P3 8.599 8.384 8.586 8.485 8.449 0.215 0.013 0.113 0.150 
P2–T03 20.122 19.810 20.009 19.968 19.692 0.312 0.113 0.154 0.429 
P2–T06 35.890 35.626 35.745 35.693 35.105 0.264 0.145 0.198 0.786 
P2–T11 12.427 12.216 12.306 12.108 11.877 0.211 0.121 0.318 0.550 
P2–T146 35.270 35.043 35.120 35.044 34.531 0.228 0.150 0.227 0.739 
P3–T03 14.671 14.494 14.508 14.738 14.052 0.177 0.163 −0.066 0.620 
P3–T06 31.283 31.211 31.130 31.295 30.268 0.072 0.152 −0.012 1.015 
P3–T11 12.480 12.367 12.456 12.376 11.943 0.113 0.024 0.104 0.537 
P3–T146 31.081 31.055 30.930 31.066 30.100 0.025 0.151 0.015 0.980 
T03–T06 16.630 16.751 16.648 16.575 16.240 −0.120 −0.018 0.056 0.391 
T03–T11 11.190 11.176 11.347 11.224 11.417 0.014 −0.157 −0.034 −0.227 

T03–T146 16.548 16.727 16.584 16.466 16.195 −0.178 −0.036 0.083 0.353 
T06–T11 24.431 24.381 24.460 24.531 24.332 0.051 −0.028 −0.100 0.099 

T06–T146 2.075 2.033 2.114 2.104 2.032 0.042 −0.039 −0.029 0.044 
T11–T146 23.549 23.523 23.562 23.630 23.476 0.026 −0.013 −0.080 0.074 

     Mean (m) 0.097 0.049 0.063 0.436 
     RMSE (m) 0.166 0.107 0.135 0.559 

Mean and RMSE values calculated after excluding P2. 
Mean (m) 0.022 0.020 −0.007 0.388 
RMSE (m) 0.101 0.101 0.066 0.549 

Table 5 displays the point coordinates obtained from each point cloud. Notably, the 
blurriness of the 3D Scanner and Scaniverse point clouds made it challenging to read all 
of the coordinates accurately. This issue is evident in Figure 9, which highlights a wall 
section adorned with numerous laser scanning targets. The 3D Scanner app exhibits dis-
tortions that hinder precise target selection, while Scaniverse’s sparse point cloud neces-
sitates zooming out to identify a point. Consequently, only targets consistently readable 
across all point clouds were considered for evaluation, highlighted in green in Table 5. 
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Figure 9. A zoomed view to each applications’ point cloud in a wall decorated with targets. Distortions
on 3D Scanner app and blurriness on Scaniverse posed problems when picking target points.

Table 6 presents the calculated distances and their deviations from the TLS values.
Earlier, the TLS distances between four points (T03, T06, T11, and T13) were compared with
the distances calculated from the control points with known coordinates in the Geolab to
validate the TLS results. This comparison resulted in a 6 mm root mean square error (RMSE).
The mean deviation from the TLS values is 5 cm for PolyCam and 6 cm for SiteScape, while
the 3D Scanner app has a mean deviation of 10 cm, and Scaniverse exhibits a substantial
mean deviation of 44 cm. The RMSE was considered to assess the precision of the predicted
distances. PolyCam demonstrates the best performance with an RMSE of 10 cm, followed
by SiteScape with an RMSE of 14 cm. The 3D Scanner app and Scaniverse show higher
RMSE values of 17 cm and 56 cm, respectively. Notably, Scaniverse performs significantly
weaker than the other applications regarding local accuracy.

After identifying that the higher values in the 3D Scanner app point cloud were as-
sociated with distances from point P2, as seen in Table 5, it was suspected that P2 might
be an erroneous point due to the distorted view of the point cloud. To address this, the
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mean and RMSE values were recalculated by excluding the distances to and from P2. Upon
removing the distances involving P2, the mean deviation values were revised to 2.2 cm
for the 3D Scanner app, 2 cm for PolyCam, 1 cm for SiteScape, and 39 cm for Scaniverse.
Similarly, the RMSE values were recalculated as 10 cm for the 3D Scanner app, 10 cm for
PolyCam, 7 cm for SiteScape, and 55 cm for Scaniverse. These adjusted values provide
a more accurate assessment of the performance of each application, considering the poten-
tial error associated with P2.

Regarding handling the apps, 3D Scanner app, PolyCam, and Scaniverse are more
convenient for scanning larger spaces, as there is no need to cut the scan until the entire
space is captured. However, during tests in Geolab, it was observed that capturing bigger
rooms in one scan can sometimes result in scans with split surfaces, as shown in Figure 3.
On the other hand, SiteScape requires multiple scans to cover larger areas, as it quickly
reaches the maximum point limit and automatically cuts off the scan. This approach is
likely implemented to address drift errors that accumulate over time. Although this leads
to longer scanning times and one should seek to have overlaps between consecutive scans,
the quality of the generated point cloud remains satisfactory. In terms of processing and
data export, all applications are convenient.

5. Discussion and Conclusions

This paper aimed to discover the potential use of a lidar-enabled consumer smart-
phone, the iPhone 13 Pro, as a low-cost alternative in building documentation. The analysis
focused on the generated point clouds’ accuracy, precision, and user handling of the
applications—the 3D Scanner app, PolyCam, SiteScape, and Scaniverse—when dynami-
cally capturing large spaces.

The global accuracy inquiry was completed by comparing point clouds using the
M3C2 method, which revealed deviations from the reference point cloud. No application
aligned with the commonly used accuracy specifications (LOAs). However, there was
a notable concentration of deviations for each application within the 5 cm range, which
can be assumed to be a promising result. The observed accuracy is a product of scans
conducted within an approximate range of 3–5 m and based on the stated versions used
in this study. The precision evaluation revealed that PolyCam and SiteScape produced
a less noisy point cloud than the 3D Scanner app and Scaniverse. Noisy areas often match
the higher deviation areas observed in the global accuracy analysis, which is attributed
to the drift error accumulated over time while moving the phone and a failure in closing
loops. The local accuracy assessment showed the challenges of reading targets accurately in
point clouds from Scaniverse and the 3D Scanner app. All applications, except Scaniverse,
achieved RMSE values of up to 10 cm, while Scaniverse lagged behind with an RMSE
value of 55 cm. In terms of usability, the 3D Scanner app, PolyCam, and Scaniverse offer
convenience when scanning larger spaces without the need to cut the scan, while SiteScape
requires multiple scans to complete a single area but maintains satisfactory point cloud
quality. All applications offer convenient processing and data export capabilities.

Overall, analyses have highlighted the challenges associated with the position tracking,
which were revealed on the data as split or uneven surfaces causing higher deviations in
parts. The small FoVs and accumulated drift errors over time during movement contribute
to the observed deviations despite taking precautions during data capture, such as follow-
ing a closed loop and avoiding revisiting the same area. As a result, the current versions
of the tested applications do not fully meet high accuracy expectations, especially when
confronted with the complexities of scanning extensive areas. The identified challenges
in position tracking, manifested as split or uneven surfaces, are likely to be exacerbated
in environments with diverse room layouts. Therefore, the question of how well these
applications can adapt to the intricacies of varied spatial configurations remains a critical
aspect of their utility. Nevertheless, this technology holds promise for achieving better
accuracies with improved software applications. The capability to capture a space at any
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time using just a smartphone, with applications that do not demand significant expertise,
offers great flexibility.

Integrating laser scanning technology into consumer-grade devices introduces new
research topics within mobile mapping systems. While it may not replace professional scan-
ners, it offers a cost-effective and accessible solution for various industries and applications.
As software advancements continue, the accuracy and precision of the generated point
clouds are likely to improve, expanding the capabilities of this technology even further.
Overall, the iPhone 13 Pro’s lidar technology represents a positive step towards democra-
tizing 3D scanning and making it more widely available for a range of practical uses.

A comparative evaluation between the investigated applications and depth cameras
can be considered as the next step. The existing literature underlines the significance of
depth cameras as valuable and cost-effective alternatives in the realm of building docu-
mentation. A direct comparison between these consumer-level low-cost solutions promises
to reveal compelling insights. Furthermore, considering these applications’ continuous
release of new versions, future publications incorporating the latest versions could pro-
vide insights into the technology’s development by comparing results across different
versions. Looking ahead, subsequent phases of this study could deepen the exploration
of the Scan2Bim process. This would involve a comprehensive investigation into the full
potential of integrating low-cost technology into building modelling, offering valuable
contributions to the field. Lastly, drawing on the experiences gained during this work,
integrating 3D reference points instead of classical black and white targets might enhance
the metric and evaluation quality of future studies.
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