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Abstract: From a global perspective, dams are constructed to trap water flowing from a higher
concentration to a lower concentration into a basin for several purposes to aid humanity. The
continuous monitoring of dams is prudent for measuring the rate of sedimentation and siltation,
and to ensure that it functions to its full capacity. The Tagwai dam is used for irrigation and
domestic activities. It was observed that there is a shortage in its storage capacity and supplies
due to sedimentation, and coupled with this is the fact that the majority of the communities are
not connected to the tap water system; if not, the problem would have been evidently pronounced.
However, to determine the present volume of water and provide possible ways of increasing the
reservoir’s storage capacity, the leapfrogging approach was used to improve the basin. The data
were collected using a single beam echosounder and Hi-Target V30 differential global positioning
system (DGPS). The sounder was used to acquire bathymetric data, while the DGPS was used to
delineate the shoreline. The data were interpolated using the ordinary Kriging technique. After
that, the leapfrogging method was grouped into four scenarios: Scenario A, B, C, and D. In each
stage, the volume was computed using Simpson’s 3/8 integrated model. Scenario A is the present
stage of the reservoir. Consequently, the results show that, while scenario B and C presented an
appreciable increase in volume at the instant, scenario D illustrated a tremendous improvement in
the storage capacity, and it is a win-win situation. The decision on which leapfrogging approach
to employ depends on the government’s willingness to enhance the reservoir’s capacity and the
resources available, such as human and financial capital to execute the project.

Keywords: leapfrogging; scenario; bathymetric data; Kriging interpolation; volume enhancement

1. Introduction

All over the world, dams are built to impound water for several purposes and to
enhance developmental activities at different capacities [1–3]. Monitoring these dams is
essential due to the negative effects of sedimentation and siltation on the storage capacity
of any reservoir [4]. This menace, caused by sediment from the catchment area being
trapped as a result of the constructed embarkment around the dam, “is most notably at the
dam axis” [5,6]. Investigating the amount of deposited sediment or the reservoir capacity
at any moment is only possible through a bathymetric survey, and a coinciding delineation
of the shoreline, at the time of the survey [7,8]. The bulk of this material reduces the
volumetric content, thereby causing a shortage of supplies [9]. Additionally, determining
sedimentation distribution as it affects dam bed configuration and the number of deposited
materials is achievable via bathymetric observation [2]. Bathymetric observation carried
out using a single-beam echo sounder is deficient of footprints; therefore, the data acquired
need inference in order to account for the sparse area [10]. If the interpolator components
are selected well, the estimated output will be reliable, but will not fit as precisely as its
counterpart obtained using a multibeam echosounder [11]. However, the estimated output
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can be used to compute the reservoir storage capacity, and the rate of sediment can also be
determined via cut and fill for reference purposes [12].

However, leapfrogging is the process of establishing new positions by tracking and
orienting existing known positions [13]. It is a concept in which past and present spatial
information technology is used to innovate a radical geospatial system [14,15], taking
advantage of existing procedures to grow the economy rapidly by skipping some develop-
ment stages [16]. In addition, leapfrogging is cost implicative, but this cannot be compared
with its overall benefits [17,18]. Consequently, Tagwai dam serves as the only water storage
system in Minna metropolis, Niger State, Nigeria. The reservoir supplies water to Minna
metropolis for domestic and other uses. It also serves for irrigation purposes. The dam was
constructed in the year 1978 to meet the needs of only small communities. However, with
population growth and development, the storage system experienced shortages, mostly in
the dry season. Moreover, not all communities are connected to tap water. If 70% of all the
households were connected to potable water, the shortage would have been pronounced.
Thus, the government is considering increasing the dam storage capacity, thereby improv-
ing the economic benefits. Hence, the objective of this paper is to model the lake floor at
present and to provide a possible way of increasing the volumetric capacity of the dam
through the leapfrogging approach. In addition, accurate determination and modelling
of the seafloor levels are essential to avoid unnecessary over-dredging and extra costs.
The ordinary Kriging technique was used to interpolate the single beam echo sounder
data because it supports the Digital Depth Model (DDM). This is because DDM describes
the variability of the distance between the sea surface and sea bottom [19]. However,
other interpolation techniques are adequate for sparse date estimation [20] and the correct
method to adopt depends on the analyst.

2. Material and Method
2.1. Study Area

The study area for this research work is Tagwai dam reservoir located in Bosso Local
Government Area (LGA), in the south-west zone of Minna. The dam lies on latitude
90◦34′9.23” N and longitude 60◦39′9.40” E, 90◦34′45.37” N and 60◦40′23.90” E. The dam is
located east of Tunga-goro, about 10 km south-east of Tunga-goro Market. The dam is an
earth-fill dam and was constructed in the year 1978 by the Niger State Water Resources
and Engineering Construction Agency. Figure 1 shows the location of the study area, the
red arrow shows the Tagwai river, which is the major catchment area that supplies water
to the dam throughout the seasons. Similarly, the blue arrow shows the dam axis and the
only access road to the reservoir.

The principal occupations of the people settled within the dam environment are
farming and fishing. The dam is under the care of the Niger State Water Board. Tagwai
dam serves primarily as a reservoir for the supply of water to the city of Minna, the largest
metropolis in Niger State.

The output of any research depends largely on the material and method used in
conducting the investigation. Figure 2 describes the methodology adopted in this research.
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Figure 2. Methodology flow chart (Source: Research lab).

2.2. Source of Data

The sounding data were acquired using an EchoMap 50 s single-beam echosounder
on a manned vessel at 25 m interval strips and a 50 m interval cross-section. Similarly,
the sound velocity in freshwater was used during the sounding operation. A differential
global positioning system (Hi-Target V30) was used to delineate the dam shoreline. Tagwai
dam bathymetric data were explicitly collected for research purposes by the authors. The
data were corrected for all uncertainty. Additionally, a detailed review of uncertainty
reduction can be found in [21,22]. The data might have been used by the researchers in
another study, but most assuredly for different purposes. The total area of the reservoir
at the instant of the survey was 3,020,344.936 m2 (302.035 hectares) with a perimeter of
8728.358 m. The maximum depth observed was 20.800 m. The reduced water level at the
moment of sounding was 250.170 m, as referenced to a sounding datum established around
the corridor of the reservoir. The maximum and minimum elevation was 250.260 m and
229.460 m, respectively. The datum used was the Minna-UTM zone 32 projection system.
The Minna datum was established based on Clark 1880 ellipsoidal parameters.
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2.3. Setting Criteria and Scenario via Leapfrogging

Leapfrog, in this case, assumed that all the bathymetric points (points in blue) as
shown in Figure 3, are the known leapfrog positions. Using the concept of leapfrogging as
they leap upward or dig downward, there is a change in depth or height that affects the
volume relative to space. Thus, four Scenarios were used to determine and enhance the
capacity of the dam from leapfrog behavior. These scenarios are also called stages A, B, C,
and D, respectively, as shown in Figure 4. The reason is to reduce ambiguity in writing.
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Figure 4. Describing leapfrogging criteria (Source: Research lab). A: Stage A was taken to be the
present state of the dam (leapfrog at rest) with space covered. Knowing the spatial information
(X, Y, and depth) of all the leapfrogs, the volume occupied was computed. B: At Stage B, it was
assumed that the leapfrogs dug downward 2 m from their existing water-based level (dam bed).
Thus, the depths were increased downward independently by 2 m and the capacity determined. C:
Additionally, at Stage C, it was assumed that the leapfrogs leapt upward above the present water
level by 2 m. Hence, the depth was increased above the current level by 2 m. The embankment,
as shown in this figure, is a presentation of the increase. Consequently, the volume was calculated.
D: Furthermore, at Stage D, the whole scenario (A, B, and C) was considered and the cumulative
volume was computed.

The idea behind the leapfrogging applied, was that spatial information was treated
independently, and they experienced change above the water level and below the reservoir
base (waterbed) of 2 m, respectively. In each case, the data were interpolated using the
ordinary Kriging interpolation technique.
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2.4. Interpolation and Kriging

Interpolation is the act of using a discrete set of known data points to estimate for
the unsampled area using mathematical and statistical functions within the original data
set [12,23–25]. Overall interpolation is grouped into deterministic and geostatistics. De-
terministic models utilize mathematical functions for estimation such as triangulation
irregular networks, inverse distance weighting, etc., while probabilistic models, on the
other hand, incorporate both the mathematical process and statistical models; “this allows
spatial surfaces creation without interruption and predicting the parameter that measures
the dispersion in the range of the measured values” [25], such as Kriging. There are dif-
ferent types of Kriging: Ordinary Kriging and universal Kriging. They are differentiated
based on the drift factor. An experiment without a drift type is referred to as ordinary
Kriging, while an experiment with a linear or quadratic drift type is known as universal
Kriging. For more discussion on estimation models, see [25–27].

Furthermore, due to the use of a single-beam echosounder to acquire the bathymetric
data, interpolation is necessary. This is required to account for the sparse area, and for DEM
and volume determination. Therefore, before the data were interpolated, the bathymetry
data were filtered to remove duplicated points. The shoreline data were extracted and
added to the sounding data to delineate the dam and ensure that the estimated value does
not cross the boundary. Consequently, the ordinary Kriging (OK) interpolation method was
adopted to interpolate the data for this research. Kriging was employed because it assumes
that the mean varies throughout the area of interest and that each local region has its mean.
However, to certify some basic phenomena, a freefall hypothesis can be applied, which
is the intrinsic hypothesis or semivariogram stationarity [25,26,28]. The semivariogram is
mostly referred to as a variogram [29]. Additionally, this method was adopted in this study
because it considers data anisotropy. Ordinary Kriging is expressed as:

Z(x) = ∑n
i=1 WiZi (1)

where Z(x) is the predicted value at any given unknown point, and Zi is the known or
observed value at a point i. Wi is the weight value assigned at point i. In particular, the
weight coefficient Wi is assigned considering the distance and spatial relationship between
the known and unknown points. Consequently, to avoid biased results, the following
condition must be satisfied.

∑n
i=1 Wi = 1 (2)

while the error variance is given as:

δ2 =
∑n

i=1(Zx − Zi)
2

n
(3)

where n is the total number of data points. However, to reduce the degree of error variance,
the derivatives of Equation (3) over each weight should equal zero, and is expressed as a
(n + 1) matrix model alongside the Lagrange parameter (µ) [27];

0 γ1,2 . . . γ1,2 1
γ2,1 0 . . . γ2,n 1

...
...

...
... 1

γn,1 γn,2 . . . 0 1
1 1 . . . 1 0

.


w1
w2
...

wn
−µ

 =


γ1,x
γ2,x

...
γn,x

1

 (4)

where γ represents the semivariogram values from pairs of point 1 to n, and x is the point
where the unknown value is estimated from the unknown (1 . . . n). The most crucial
aspect of Kriging’s pliability is the variogram or semivariogram, and is mathematically
expressed as:
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γ(h) =
1

2N(h) ∑N(h)
i=1 [Z(xi)− Z(xi + h)]2 (5)

where γ(h) is the number of sample pairs with a distance h; Z(xi) and Z(xi + h) are
sample values, and they are dependent on the lag distance h at the pairs of data points.
Manually obtaining a variogram by spinning the direction to the desired experimental
output is referred to as OK anisotropy [30,31]. Hence, in this study, the ordinary Kriging
weights were computed by studying the omnidirectional semivariogram in the presence of
anisotropy.

2.5. Ordinary Kriging Interpolation Experiment

The ordinary Kriging method was conducted based on the point data technique. The
following factors were used; the major and semi-minor axis length used was 1450 m in
both directions, the maximum number of data to use was 24, and the minimum number of
data to use was 6. These were done to prevent excessive exaggeration in the estimation. To
further measure the data fluctuations, the experimental semivariogram was generated, as
shown in Figure 5a,b. Additionally, Table 1 below shows the output parameters used for
developing the initial and final experimental variogram.
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Similarly, the final variogram was developed at 99.58% goodness of fit, with a root
mean square error (RMSE) of 0.006, as shown in Table 1. Figure 6 shows the final exper-
imental variogram developed. Generally, Figures 5a,b and 6 show that, as the distance
between two location increases, the variance increases, and as it reduces, the variance
decreases.

These processes were conducted for all the scenarios considered and weighting was

done repeatedly using
Nj
h2

j
, where Nj is the number of pairs at a particular lag, and hj

is the distance. However, for all the stages, the variogram is stationary; that is, all the
variograms are highly similar (constant) [26]. Finally, grid Z limits were set based on the
data domain of 229.46 and 250.260 m, the first being the lowest Z value, with the latter
being the highest Z value corresponding with the boundaries. Additionally, there is a
spacing distance (resolution) of 15.125 m in both the X and Y directions to prevent excessive
distance exaggeration based on the data trend.

2.6. Evaluation of Interpolation Surface

The cross-validation technique was conducted for the four stages to determine the
data trend. Four hundred points were selected at random from the measured data for
validation, as shown in Figure 7 and the outcome in Table 2. Additionally, longitudinal and
cross-sectional observations were carried out. Lines that ran perpendicular to the principal
surveyed strips were checked to confirm the positioning’s accuracy. It was confirmed
that the positional discrepancies were within the acceptable degree of freedom, according
to [32]. Another validation medium applied is the withheld sample method; in this case,
some observed samples were deliberately omitted before interpolation. After estimation,
these points were tracked and their spatial attributes compared, as shown in Table 3.

Furthermore, some selected quantitative methods of precision testing were employed,
such as; the mean square error (MSE), the root mean square error (RMSE), the coefficient of
multiple determination (R2), and the coefficient of variation in Z axis. RMSE is used to
determine the rate of error size; in contrast, it is sensitive to outliers due to the magnitude
of weight it allocates to large errors [33]. Mean Error (ME) determine the level of bias
in the output [34]; however, negative and positive predicted data should be taken into
account [35]. The mathematical representation is given by [36–39] as:

MSE =
1
n ∑n

i=1

(
Ẑi − Zi

)2 (6)

while the root mean square error is given as:

RMSE =

√
∑n

i=1
(
Ẑi − Zi

)2

n
(7)

where Zi = the observed value, Ẑi = the predicted value and n = the total number of
points considered in Equations (6) and (7), respectively. Additionally, the mean error is
computed as:

ME =
∑n

i=1(ZPRED
i − ZOBS

i )

n
(8)

where ZPRED
i and ZOBS

i are the predicted and observed depths, and n is the total number
of observations. The statistical models are used to test the performance of the experiment;
when they tend to zero, it shows the reliability of the interpolation technique.
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Figure 7. Randomly selected points for cross-validation for the four scenarios considered. In each of the Scenerio A, B, C,
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Table 2. Cross-validation results and volume output.

Scenario ME MSE RMSE R2 Coef. of Va. Volume (m3) % Volume

A 0.008 0.138 0.371 0.965 0.015 93,129,808 23.79
B 0.008 0.148 0.385 0.962 0.017 97,668,974 24.95
C 0.008 0.148 0.385 0.951 0.014 98,030,602 25.04
D 0.008 0.168 0.410 0.959 0.018 102,631,952 26.22
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Table 3. Interactive cross-validation.

Easting (m) Northing (m) Reduced Depth (m) Residuals (m)

242,502.387 1,058,741.722 242.414 0.006
243,107.042 1,058,271.965 244.086 −0.130
244,246.156 1,059,864.163 244.877 −0.004
242,885.429 1,059,116.951 236.219 0.207
243,209.73 1,059,435.427 242.708 −0.012

2.7. Volume Computation via Simpson 3/8 Integration Techniques

Furthermore, Simpson’s 3/8 rule was used to compute the volume in each scenario
considered. This volume computation method utilizes cubic interpolation instead of
quadratic interpolation, as demonstrated in Equations (9) and (10) below.

Volume
(
m3) = 3h

8 { f (X0) + 3 f (X1) + 3 f (X2) + f (X3) + f (X3)
+3 f (X4) + 3 f (X5) + f (X6) + . . . + f (Xn−3)
+3 f (Xn−2) + 3 f (Xn−1) + f (Xn)}

(9)

In particular, Equation (9) is integrated and presented as;

Volume
(
m3) = 3h

8

{
f (X0) + 3 ∑n−2

i=1,4,7 f (Xi) + 3 ∑n−1
i=2,5,8 f (Xi)

+ 3 ∑n−3
i=3,6,9 f (Xn)

} (10)

where n is the number of segments; h is the vertical distance or elevation and, in this case,
the reduced depth, and X is the area.

3. Results and Analysis

Table 2 shows the output results from cross-validation analysis and volume compu-
tation of all the Scenarios considered. From Table 2, it is observable that the ME is in
agreement in all the leapfrog stages and that there is no bias in the adopted method of
interpolation and experimental performance. However, the MSEs of Scenarios B and C are
correlated, but A and D show a small difference. The outcome of the MSE has a significant
impact on the RMSE, as seen in Table 2. Consequently, the results for the RMSE reflect
the weight of the MSE, because it is sensitive to outliers and influences large errors; hence,
the MSE and RMSE suffer the same setback [32]. The experiment revealed that there is no
unique correlation in the R2 or coefficient of determination, but partial agreement in the
coefficient of variance in all cases. The cross-validation result indicates a spatial trend of
homogeneity in the estimation model in all classes. Furthermore, Table 3 shows the interac-
tive cross-validation experiment in each case, five points were omitted from the original
data and after interpolation, the points were tracked and their difference computed.

The interactive performance check shows that the points with a negative sign are
above the measured surface, while the ones with a positive value are below the original
data. The small change in the residual indicates that the estimated surface is dependable.
In contrast, if the data are not properly distributed, there will be force exaggeration in
predicted data which will then present a false surface. This confirmed that interpolation for
the extraction of depth information should not be relied on entirely for critical engineering
projects, but for reference purposes.

The omitted method of performance measurement is also called the direct method
of accuracy investigation. If the results from this technique tend to zero then the output
surface is positively correlated with the original surface. In addition, the spatial difference
between the estimated value and the observed value was computed. Figure 8 shows the
spread of residuals. The residuals show that the difference between the interpolated data
and the observed data lies in the range of 1–3.
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Figure 9 is the digital elevation model (DEM) of Scenarios A, B, C, and D; it describes
the reservoir bed configuration. The present cubic content of leapfrog at rest (A) was
calculated to be 93,129,808 m3, which is 23.79% of the total volume, as shown in Table 2.
Subsequently, in Table 2 are the enhanced volume of other stages. Scenarios B and C
account for 1.16% and 1.25% increases in volume above the present stage (A). Either B or C
can be achieved by dredging or erecting an embankment around the dam of 2 m at any
instant. Similarly, D is the combination of Scenario B and C, while A remains constant.
Stage D has the edge over B and C of 2.43%, which is a 9,502,144 m3 increment above the
present stage when implemented.
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interpolated data with a pixel size of 10 m by 10 m using Surfer 2021 software).

The waterbed trends of DEM B and D are symmetrical in nature, and this is supported
by the coefficient of multiple determination (R2) in Table 3. Thus, the DEM of A and
C tend to follow suit, with a smooth outlines’ uniformity indicating a change in spatial
data characteristics. Additionally, the area around the dam axis (southern part of each
of Figure 9) is the deepest section of the basin. Thus, this section experiences sediment
inflows from particles eroded uphill, especially during the precipitation period. In addition,
the natural terrain model of the region exacerbates the rates of soil erosion within the
catchment area, thereby aggravating the momentum of sediment deposits and, hence,
decreases the depth and storage capacity.
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4. Conclusions

The importance of dams for hydroelectricity, irrigation, and domestic uses has aided
the development of humanity. However, reservoirs are challenged with the menace of
sedimentation and siltation. The negative effect of concentrated particles in dams affects
their functionality. The first stage of addressing this problem of sedimentation is conducting
a bathymetric survey and producing a nautical chart or DEM that will better reveal the
challenges for adequate planning. In this research, bathymetry and a shoreline delineation
survey were conducted over Tagwai Dam. The data were interpolated using the ordinary
Kriging method, and thereafter the leapfrogging approach was used to determine the
present and enhanced volume at different Scenarios (A, B, C, and D). Scenarios B and C are
achievable, but cost implicative. One challenge that may be encountered while carrying
out stage B is getting in contact with rocks, but due to sediment deposits, this may not be
a severe problem. One advantage of executing B is that the material can be used to erect
Stage D, “a win-win situation”.

Furthermore, the results show that the volume increases at each leapfrogging method
while the area remains constant relative to depth, following the existing pattern and shape
of the reservoir. However, implementing both considerations to enhance the reservoir’s
capacity shows that adequate volume can be added to the dam’s present state. Relief
maps of all the postulated approaches were produced, depicting the terrain and waterbed
configuration. There was no significant change in the area portrayed on the DEM because
the shoreline remains constant. The results from the research will stand as a guide to the
government and managers of the reservoir. The study suggested that Scenarios B and C
should be considered to enhance the basin’s trapping capacity and reduce cost.
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