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Evaluation of the Modular Design Structure for the
UWB Single Anchor Localization System SALOS

Sven Ole Schmidt and Horst Hellbriick
Technische Hochschule Luebeck - University of Applied Sciences, Germany
Department of Electrical Engineering and Computer Science
Email: {sven.ole.schmidt, horst.hellbriick} @th-luebeck.de

Abstract—In the realm of indoor localization, one challenge is
accurate positioning with minimal infrastructure. The motivation
is a cost-effective and scalable solution for various applications.
In this work, we introduce the modular design structure for our
ultra-wideband single anchor localization system called SALOS.
We demonstrate the structure’s efficacy by evaluating localization
lag, and position update interval, With maximum 561 ms total
localization lag and a position update rate of less than 500 ms in
98% of measurements, we show the ability for live-localization.

Index Terms—Single Anchor Localization, UWB, DW1000,
Modularity, localization lag, Position Update Interval.

I. INTRODUCTION

Indoor localization research has explored various method-
ologies, including optical, acoustic, and radio frequency (RF)
techniques [1], [2]. RF-based solutions, while effective, often
necessitate expensive setups [3]. Recent trends focus on cost
reduction within a wireless network using a single anchor
sensor node, simplifying the infrastructure drastically [4].

In our previous work [5], we introduce SALOS, an innova-
tive ultra-wideband (UWB) single-anchor indoor localization
system. SALOS contrasts with traditional systems by negating
the need for extensive hardware nor external information during
operation, instead utilizing sophisticated signal processing tech-
niques. It operates by comparing real-time UWB measurements
against a pre-modeled set of signals, generated artificially only
from the environment’s floor plan. In the given evaluation
scenario, correct localization results for more than 73% of
all position estimates. However, a capable positioning system
does not only have to offer high position accuracy. For live
operation, the total processing time from measurement to
estimate, namely the localization lag, and the update interval
of these estimates are vital for real-time localization and the
system’s responsiveness in dynamic environments.

In this work, we re-designed the system’s architecture
modularly to ensure scalability and adaptability due to suitable
implementation and parallel computation. We evaluate the
design in terms of localization lag and overall position update
interval.

The contributions are as follows:

o We introduce the modular structure based on the concept
of our single anchor localization system called SALOS.

« We evaluate the localization lag and the position update
interval for this structure.

o We compare the position update interval with a sequential
non-modular implementation.

II. MODULAR STRUCTURE OF THE UWB SINGLE ANCHOR
LOCALIZATION APPROACH

The objective of UWB localization is to deduce the position
of a tag sensor node by analyzing the signal transmission
between the tag and an anchor sensor node. The anchor’s
received signal y(t) constitutes a superposition of all the
transmitted UWB pulses, encompassing both the direct path and
the paths involving reflections off various surfaces such as walls
or furniture. The received signal is given by the convolution of
the transmitted signal x(¢) with the channel impulse response
h(t), as shown below:

y(t) = =(t) x h(t),

where the channel impulse response h(t) encapsulates the
effects of multipath propagation on the signal echo when
passing the distinct paths.

The multipath propagation, when combined with the environ-
mental floor map and the anchor position, furnishes sufficient
data to geometrically deduce the tag’s position.

A. General Concept of the Single Anchor Localization System

To derive a suitable modular structure for SALOS, a closer
look at the system is inevitable to avoid miss-structuring leading
to high position update intervals. Therefore, we briefly explain
the methodology underpinning this concept. Note, that a more
detailed description is covered in [5].

Initialization: The SALOS system requires a singular
external input: a floor plan covering reflective surfaces. Based
on the floor plan, a set of candidate points (CP) is established,
representing the prospective tag coordinates. In [6], we deter-
mine the optimal anchor position results with maximal diversity
in the modeled multipath propagation between itself and all
CPs individually. Subsequently, this multipath propagation is
integrated for generation of multiple modeled received signals
({ycpnlkTs]} per CP, combined in one set.

Localization System: We employ Qorvo’s UWB RF-Chip
DW1000. Even though, the firmware offers easy received signal
storing for communication between anchor and tag, for efficient
storage the DW1000 performs additional processing on the



signal. This processed signal y;.q.,[mT], along with transmis-
sion parameters, is transmitted via serial bus. We developed
a post-processing algorithm to realistically reconstruct the
original measurements, resulting in y[k7s]. This post-processed
measurement is compared with the set of modeled received
signal {ycp.[kTs]} utilizing the discrete cross-correlation
between the signals to determine the respective correlation
coefficient (dg). We identify the modeled signal that yields the
highest correlation coefficient, which serves as an indicator of
the corresponding CP as the most probable position estimate P.
The final position estimate Pyp is derived through a majority
rule algorithm: the position estimates from all signal sets are
aggregated, and the most frequently occurring position estimate
is selected as the final determination. If multiple positions are
estimated with equal frequency, the position with the highest
correlation coefficient becomes PM D-

B. Modular Design Structure of the Concept

The conceptualization of a modular architecture necessitates
a systematic allocation of individual structural components.
Absent this step-wise approach, the envisaged multithreading
capability, inclusive of asynchronous module operations, could
introduce bottlenecks, ultimately escalating the interval of
position updates. Thus, a detailed examination of the proposed
modular segmentation is warranted.
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Fig. 1: Schematic representation of the modular architecture.

As illustrated in Figure 1, the architecture is partitioned
into four discrete modules. The orchestration of these modules
is facilitated by the Message Queuing Telemetry Transport
(MQTT) protocol. Within the MQTT system, publishers
disseminate data encapsulated in messages, each associated
with a uniquely selected topic, to the MQTT broker—a transient
data hub. Subscribers, in turn, may elect to receive updates on

topics of interest, prompting the immediate relay of pertinent
messages upon their availability.

Module 1 is tasked with capturing and relaying the measured
signals of the DW1000, to the MQTT broker. Module 2
engages in the reception of these measured signals, undertaking
signal post-processing endeavors to restore the signals to their
unadulterated state.

Multiple instances of Module 3 receive the processed signal.
Each instance is responsible for computing the correlation
coefficient between the measured signal and one of the
predefined sets of modeled received signals, subsequently
outputting the coefficients corresponding to the modeled signal
set. In the following, we will have four distinct sets of modeled
received signals, resulting in four parallel running instances of
Module 3. Each signal consists of 6,000 floating point samples.

Module 4 consolidates the coefficients from all modeled
signal sets. Initially, it deduces the most probable position
estimate for each set in a sequential manner. Thereafter, it
ascertains the majority-based position estimate, synthesizing
the individual position estimates and their associated correlation
coefficients.

III. EVALUATION OF LOCALIZATION LAG AND UPDATE
INTERVAL

The efficacy of the modular structure is quantitatively as-
sessed by examining the localization lag and the position update
interval. The structure’s maximum throughput is constrained
by the computation duration of its slowest module.

A. Evaluation Methodology

The modular structure was implemented in Python, and inter-
faced with an MQTT broker. The hardware running all modules
is a Dell Precision 5480 laptop with Intel i7-13800H 13%-
Gen processor and 64GB RAM. Each module’s computation
duration measurement was delimited from message reception
to the end, immediately before the results were published.
The computation duration was subsequently disseminated via
a dedicated MQTT topic. A separate computational entity
retrieves the computation duration for each module 5,000
times.In the end, the localization lag results from superposing
the module’s computation durations. Furthermore, the position
update interval is determined, by calculating the temporal
interval between consecutive MQTT messages of position
estimation.

B. Module’s Computation Duration and Localization Lag

Figure 2 illustrates the module’s computation duration. Note,
that these duration measurements for the four instances of
Module 3 are aggregated into a singular histogram for clarity.

In the case of Module 1, approximately 94% of all com-
putation durations are confined to a maximum duration of
250 ms. The distribution of measurement frequencies relative
to computation durations exhibits a uniform profile. These
computation durations are attributed not to the Python module
but to the DW1000 RF chip since the firmware has not been
optimized for processing time.Module 2 displays computation
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Fig. 2: Computation Durations of Modules 1 through 4, based
on a dataset of 5,000 measurements.

durations ranging from 25ms to 60 ms, with about 30% of
these operations completing in under 30 ms. The histogram for
measurements exceeding 30 ms approaches a uniform distribu-
tion. The computation durations for Module 3 show a slight
normal distribution across all four sets, culminating in a mean
computation duration denoted by p ~ 233 ms. So on average,
Module 3 has the longest computation duration.Conversely,
Module 4 exhibits the lowest computation durations, averaging
around 1 ms. Certain intervals are recorded as 0 ms, which may
be attributed to the temporal resolution limitations.

When a measurement is recorded, a total localization lag
(250 ms+60 ms+250 ms+1ms) = 561 ms. is expected. In
particular, the parallelization of modules 3 to four parallel
instances saves time.

C. Position Update Interval

In the scenario where the modules operate in a sequential
manner, the initiation of a subsequent position determina-
tion is contingent upon the completion of the preceding
one, yielding to an approx. position update interval of

(250 ms+60ms +4 x 250ms +1ms) = 1311 ms.

Fig. 3 illustrates the empirical data for the overall position
update interval across 5,000 measurements. The analysis
of the measurements indicates that the maximum duration
does not exceed 550 ms translating to a position update rate
of 1.82Hz. A near-linear relationship is observed with the
increment of the position update interval, with the frequency of
measurements peaking within the range of 400 ms to 450 ms
resulting in a position update rate of at least 2.2Hz in 80% of
all measurements.

Employing a modular architecture enables the parallel
computation of the single processing steps, diminishing the
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Fig. 3: Overall position update interval for 5,000 measurements.

position update interval by as much as 811 ms, effectively
reducing it to 38% of the original duration. Also, the position
update rate of 2.2Hz provides a sufficiently accurate time
resolution for tracking stationary tags and tags moving at
walking speed.

IV. CONCLUSION AND FUTURE WORK

In this work, we introduce and evaluate the modular
structured SALOS, our UWB single anchor localization system.

Despite the substantial computational requisites, SALOS has
exhibited commendable efficacy. The evaluation yielded a total
localization lag at approximately 561 ms. An update interval
of less than 500 ms was maintained for approximately 98% of
the measurements. Therefore, the system’s operational viability
is highlighted by its ability to update position estimates swiftly
and its closeness in time to real-world events. The attainment
results from the architectural design of the constituent modules
and the refinement of the underlying algorithms.

The modular structure enables a systematic optimization
of SALOS, in which modules can be exchanged, further
approaches, such as Al, can be easily tested and evaluated in
comparison to the existing solution and different technologies.
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On Weight Functions for Multipath-Assisted Radio
Tomographic Imaging Algorithms

Marco Cimdins*, Sven Ole Schmidt*, and Horst Hellbriick*
* Technische Hochschule Liibeck - University of Applied Sciences, Germany
Department of Electrical Engineering and Computer Science
Email: {marco.cimdins, sven.ole.schmidt, horst.hellbrueck } @th-luebeck.de

Abstract—This paper examines the efficacy of various weight
functions in multipath-assisted (MA) device-free localization (DFL)
systems that employ radio tomographic imaging (RTI) algorithms
for object detection and tracking. RTI algorithms utilize weight
functions to correlate alterations in radio signals with the spatial
positioning within the target area. We evaluate the standard
weight model, which depends solely on the link distance between
transmitter and receiver, against three alternative weight functions
in a MA DFL context. Our findings reveal that more complex
weight functions do not necessarily enhance the localization
accuracy in MA RTI. Consequently, future research will focus
on exploring different regularization methods.

Index Terms—device-free localization; multipath-assisted radio
tomographic imaging; weight functions

I. INTRODUCTION AND RELATED WORK

Device-free localization (DFL) systems detect and track
objects, such as persons, without necessitating the carriage of
any electronic devices. DFL systems measure the perturbations
in ambient radio signals within a target area, making them
ideal for applications in ambient assisted living and smart home
environments. Communication links (e.g., on direct or echo
paths) of the multipath-based radio frequency (RF) transmission
between transmitter and receiver are influenced by the object.
Our DFL approach leverages multipath propagation, by detect-
ing alterations in the link’s multipath components (MPCs) from
ultra-wideband (UWB) channel impulse responses. Multipath-
assisted (MA) radio tomographic imaging (RTI) algorithms
transfer changes of the amplitude in an MPC to the target
area, creating an heatmap. If many altered (echo) signal paths
of the MPCs overlap in the target area, objects are detected
by searching for local maxima. This paper builds upon our
preceding studies [1], [2], and explore enhancement of weight
functions for this MA RTL

The rest of this paper is structured as follows: In Section II,
we describe the principles of RTI algorithms and their weight
functions. In Section III, we depict our implementation. We
evaluate the results of our investigation in Section IV and
conclude the results in Section V.

II. MULTIPATH-ASSISTED RADIO TOMOGRAPHIC IMAGING

In the following, we explain the principles of RTI algo-
rithms. We assume I (echo) signal paths in a target area A.
We construct a heatmap for area A, partitioning it into J
two-dimensional pixels, each of equal dimensions. At the
coordinates of each pixel, the cumulative effect of MPCs

superimposes, leading to an aggregate signal attenuation, when
an object is nearby. The heatmap’s value at any given pixel
is determined by the superposed link alteration values at that
location. RTT algorithms are based on a mathematically simple
linear model [3].

z = Wv +n, (D)

where n is normally distributed noise of dimension I. This
heatmap is encapsulated by the vector v, which comprises J
elements. To quantify the impact of each MPC on individual
pixels, we employ a matrix W, dimensioned I x J, which
allocates weight w;; to the heatmap’s values. Consequently,
the measurement vector denoted as z and also spanning [
elements, is derived.

In previous works [1], [2], we deployed a simple weight
function that determines the weight w;; of each signal path
1 and each pixel j. The weight function is described by the
following equation [3]:

;@)

e — 1/Vd; if dig(1) + dij(2) < di + e
" 0 otherwise

where d;;(1) + d;;(2) is the distance from radio node 1 to
radio node 2 on the ¢-th signal path to the center of pixel j.
d; is the distance of the i-th signal path and gy is a tuning
parameter in R [3]. In the following, we refer to this weight
function as our standard.

A djj(2)
r_\ dij,Los ::z( 2
v

10— @ |

Fig. 1: Geometry and visualization of the elliptical weight
function.

Figure 1 shows the geometry of the weight function. If
the center of the pixel j is within an ellipse with the radio
nodes in their focii, then the pixel is assigned the weight
w;; = 1/4/(d;), otherwise, the weight is w;; = 0. An object
outside the signal path does not affect the heatmap. The tuning
parameter yry; controls the width of the ellipse.



A disadvantage of this standard weight function is, that the
influence of an object is solely based on the length of the direct
signal path, which is not representing reality well. Therefore, in
this paper, we investigate and compare other weight functions
that were proposed in the past and shown promising results,
although they have not been tested for MA RTL. In [4], the
authors proposed a distance-based weight function that takes
into account, that objects in the middle of the direct path have
a higher alteration of the radio signal than at the edges of an
ellipse between the transmitter and the receiver [4]:

{e_dij,LOS
wij =
0

where d;;10s is the distance from the pixel to the direct path.
In [5], the authors propose a second distance-based weight

function that considers the position of the object. An object

close to the radio nodes creates a bigger effect on the MPC.

if d”(l) + d”(2) < dz + YRTI
otherwise

NC)

)

“)

Another weight model was proposed in [6]. It differentiates,

whether the object is present in the direct path and, therefore

causes non-line-of-sight conditions or not. We will call this
weight function communication-link.

Wy = e min(dis () da ) dyj (1) + dij(2) < di + g
Y0 otherwise

if dij(1) +dij(2) < di +rrr, dij(1) + dij(2) # ds
1/d;(ke +max (d;;(1),d;;(2))

if dij(l) + dij(Z) <d; + 'YRThdij(l) + dij(2) =d;
0 otherwise

wij =

Q)
where ko = ki + (3, with k; empirically determined with 2
and [ empirically determined with 0.5 [6].
We solve (1), by utilizing ¢5-minimization:

Vs = arg min |[[Wv — g[|3, Q)
N——
veC’

this leads to the well-known solution [3]:

\AILS = WTZ, (7)

where W is the Moore-Penrose pseudo-inverse of W. Each
weight w;; for each signal path ¢ and each pixel j is calculated
according to the respective weight function (2), (3), (4), (5).

As device-free localization is an ill-posed inverse problem,
the solution requires regularization of the pseudo inverses
using the covariance matrix C, of v C, weighted by the
regularization parameter 0;2 [3].

Colk, 1] = o2e /0, (8)

dp; is the distance from pixel k to [, J. is a distance
constant and o2 is the pixel variance of the estimation error.

Exponential covariance are a common approximation for a
spatial attenuation modeled as a Poisson process [3].

If the covariance matrix is included in the calculation of the
pseudo inverses, (7) becomes [3]:

v = (WI'W + C;0%) " W'z )

We define the input vector z; = z[i] for the i-th MPC on
the (echo) signal path as follows:

2i = | P; obs — P idte] s (10)

Here, P; . is the signal power of the observed MPC and the
MPC measured in idle mode at the time 7;. The stronger the
object influences the amplitude of the MPC on the (echo) signal
path compared to the idle path, the higher the influence for
the MA RTI system.

After calculation of the heatmap v, we determine the position
of the object ¥ by searching for the maximum value in v:
ro = Pos (arg maxje{o_nj_l}f;j), where the operator Pos(j)
returns the position vector of the jth pixel.

In addition to the previously described weight functions,
we investigate a combined weight function: For this, we
first identify the maximum value, denoted as v;, across
all measurements and weight functions. Subsequently, we
normalize the heatmaps, represented by v, to a range between
0 and 1. During each measurement, we evaluate the normalized
peak values across the heatmaps. The highest of these values,
along with its associated position vector T'p, is then selected
to serve as the estimated position.

III. IMPLEMENTATION

For evaluation, we used the test setup and utilized the dataset
from [2]. Measurements were conducted in a standard office
environment measuring approximately 6 m x 7m. We chose
53 reference positions throughout the room, maintaining an
approximate distance of 0.5 m between each point. The experi-
mental setup included four radio nodes equipped with Qorvo’s
DWMI1000 ultra-wideband (UWB) radio modules. These nodes
engaged in message exchanges over IEEE 802.15.4a channel 3,
operating at a center frequency of 4.4928 GHz and a bandwidth
of 499.2 MHz. Upon receiving a message, each node captured
the UWB channel impulse response (CIR) together with
the required meta data to process the CIR and extract the
magnitudes of each MPC [2]. The radio nodes were strategically
positioned at a height of 1.418 m, equating to half the room’s
height, to optimize the spatial sampling of the radio signals.

To compare the different weight functions, we used the same
parameters: The pixel width of the target area is 0.1 m [3];
the width of the weighting ellipse yrr = 0.01 m [3]; the
pixel variance o2 = 0.5 dB? [7]; the regularization parameter
U?, =0.5 dB2; the pixel correlation constant §. = 0.5 m [3].

IV. EVALUATION

Figure 2 presents exemplary outcomes of the study. The
white cross marks the actual position of a person, denoted by
To, within the designated area, while the red cross signifies
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Fig. 2: Exemplary results of the heatmap v for the different weight functions.

the estimated location, ro. The red dots symbolize the radio
nodes. The heatmap’s coloration, a product of the MA RTI
algorithm employing various weight functions, indicates the
likelihood of the object’s proximity, with yellow suggesting
a high probability. As the weight functions assign different
weights to each pixel, the color scale differs for each figure. The
conventional weight function, as shown in Figure 2a, yields a
broad area where the object might be situated, proving effective
for central positions within the area. Conversely, the second
distance-based weight function assigns greater significance to
positions nearer to the radio nodes, enhancing accuracy for
objects located near these nodes.

To evaluate the localization accuracy, we calculate the
Euclidean distance: e = ||fo —ro||, where ||-|| is the Euclidean
distance, o the estimated position, and ro the ground truth
position of the object.

0.8

0.6 -

Standard
Distance-based-1
Distance-based-2
Communication-Link
Combination

- = =Guessing

---------- Guessing Middle

. . . |

0 1 2 3 4 5 6
localization error [m]

ECDF

0.4+

0.2

Fig. 3: ECDF results for the different weight functions.

Figure 3 presents the empirical cumulative distribution
functions (ECDFs) for various weighting functions. For bench-
marking purposes, we compare these ECDFs against two
scenarios: one where all reference positions are considered
(represented by a gray dashed line), and another where only
the central reference position is assumed (indicated by a gray
dotted line). At the 50th percentile, the standard weight function
exhibits a localization error of 1.04m, closely followed by
the communication-link function at 1.05m. The proposed
combination yields an error of 1.15m, while the first and
second distance-based functions result in errors of 1.2m and
1.49 m, respectively. At the 80th percentile, the errors associated

with the weight functions are 1.76 m, 1.86 m, 1.9 m (for both
the proposed combination and the first distance-based model),
and 2.69m, in the same sequence as before. Despite these
figures, MA RTI outperforms the baseline strategy of random
guessing across all positions, which incurs errors of 1.80 m and
2.83m at the 50th and 80th percentiles, respectively. Moreover,
consistently guessing the central position results in lower errors
of 1.45m and 1.84 m for the respective percentiles. As the
other weight functions do not yield better results, we continue
using the standard weight function for future works.

V. CONCLUSION AND FUTURE WORK

In this paper, we explore a variety of weight functions within
the context of MA RTI. Our findings suggest that increasing
the complexity of these weight functions does not necessarily
lead to better localization accuracy in MA RTI scenarios.

In the future, our we will focus on diverse regularization
techniques, an area not covered in the current paper. Addi-
tionally, we plan to delve into the automated identification of
MPC:s that significantly influenced by the object.
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Abstract—This paper examines various alternatives for the
design of radio frequency-based positioning systems. In addition
to the potential signals used, such settings differ in the methods
employed to derive the characteristic parameter like distance or
incident angle. Multiple such measurements are combined into
a raw position by means of a selected positioning algorithm.
Due to measurement errors, these position estimates are subject
to deviations which are eliminated via a chosen tracking filter.
Finally, the results of several of these systems can be merged
at different levels. In addition to highlighting all these options,
the paper also analyses the advantages and disadvantages of the
individual alternatives and aims to provide designers of future
systems with assistance in specification and implementation.

Keywords—Positioning, Localization, Design, Choices, Op-
tions, Alternatives, Distance, Range, Incident angle, Received
signal strength, Positioning algorithms, Least squares, Maximum-
likelihood, Iterative, Kalman filter, Particle filter, Data level fusion,
System level fusion

I. INTRODUCTION

Designers are often overwhelmed by the different alterna-
tives and their impact on performance when analyzing and im-
plementing Radio Frequency (RF) -based positioning systems.
This is usually accompanied by a lack of knowledge of the
pros and cons of individual approaches, with cost and accuracy
often being the most important Figure of Merits (FoM). This
paper attempts a rough classification of the effects of choices at
different level in the design process on the overall performance.
First, various underlying signals are presented. Building on
this, the paper evaluates several methods for extracting the two
parameters range or incident angle from the signal characteris-
tics. By using multiple independent parameter measurements,
it is possible to determine the position, whereby a designer can
choose between simple geometric and complex non-geometric
variants. The resulting estimate is not the true value due to
the underlying error-prone parameter measurement process.
Tracking filters with different properties are applied to smooth
successive estimates and reduce these observation errors. If
multiple systems are available at the same time, the data can
be fused with the goal of improving the final result. In all of the
aforementioned aspects, the paper examines possible options
and presents their advantages and disadvantages.

II. DESIGN CHOICES

In order to consider the following explanations in a
common context, we assume that a Mobile Station (MS) is
localized via stationary Base Stations (BS) of known position.

Table I contains a summary of all variations described below,
together with their pros and cons.

A. Signals

Positioning systems differ in terms of whether the underly-
ing hardware and associated RF signals are specially tailored
for localization or whether existing communication hardware
is adapted [1]. Typical representatives of the first category are
radar systems, e.g. Frequency Modulated Continuous Wave
(FMCW) or Ultra-WideBand (UWB) [2]. Furthermore, these
include Global Navigation Satellite Systems (GNSS) like the
Global Positioning System (GPS). The second category com-
prises the use of Wireless Local Area Networks (WLAN),
Bluetooth and ZigBee, where usually Commercial Off The
Shelf (COTS) components are available. Typically, proprietary
positioning systems are more expensive to design, but often
achieve significantly better accuracy [1]. In addition, Radio
Frequency IDentification (RFID) is also sometimes employed
to determine the position. Due to its typically very short range,
the known position of the base station is used as an estimate
[3]. Last but not least, the radio cells for mobile communica-
tion can be evaluated to obtain a rough approximation [3]. A
classification of typical signal protocols, divided into whether
they are mainly applied indoor or outdoor, is shown in Fig. 1.

Radio standards in the field of localization

Indoor positioning Outdoor positioning

[ [ | [ [ |
WLAN / Radar GNSS Cellular

ZigBee / (FMCW, RFID (GPS, (2G, 3G, WLAN
Bluetooth UWB) (Tag ID) Galileo) 4G, 5G) (RSS)
(RSS) (ToA, TDoA) (ToR) (Cell ID)

Fig. 1. Classification with regard to the operation of different radio standards

B. Method

Irrespective of the signal protocols, radio frequency signals
differ on the basis of various characteristics. Firstly, the mea-
surement of the signal propagation time, abbreviated as Time
of Arrival (ToA), between BS and MS is conceivable. This
requires synchronization of the clocks of all stations [3]. If
only the synchronization of all BS is possible, then the use of
the differences in signal propagation time, abbreviated as Time
Difference of Arrival (TDoA), is an option [4]. In addition



to synchronization, both variants place high demands on the
hardware, as the very short signal propagation times must be
measured. This requires fast clocked counters [5]. One way
of limiting hardware effort is to draw indirect conclusions
from the Received Signal Strength (RSS). Various channel
models proposed in the literature describe the dependence of
that characteristic on the distance. Well known is the log-
normal model [6]. All of the aforementioned concepts allow
conclusions to be drawn about the distance parameter.

Alternatively, it is possible to derive the incident angle, e.g.
by determining the phase shift of a signal when it is received
at multiple antennas. Approaches employing that parameter
are denoted by Angle of Arrival (AoA). Advantageous is
that in general a two-dimensional position can already be
inferred from the intersection of the incident angles of signals
emerging from two BS, whereas at least three observations
are required for distance measurements [1]. The disadvantage
is that, depending on the design, this requires beam steering
or alternatively the use of multiple antennas [7]. In practice,
computationally complex algorithms for spectrum analysis
such as MuSiC ([8]) or ESPRIT ([9]) are often required.

C. Positioning

Regardless if applying ranges or incident angles, a number
of different algorithms are proposed in the literature, which
infer the position by taking into account parameter measure-
ments between multiple BS and the MS. A detailed description
is found in [1]. The approaches can be roughly divided into
geometric and non-geometric concepts. In the first case, exact
measured values are not required. Instead, the estimation is
largely based on the arrangement of the BS. Such an example
employing ranges is Proximity [10], where the estimate is the
BS location for which the measured distance is the smallest.

In contrast, non-geometric methods require exact parameter
measurements. The direct calculation via the system equations
is practically not expedient. Because on the one hand, the
measured values are subject to errors, which means that no
unique solution can be found. On the other hand, redundant
measurements (e.g. for additional existing BS) cannot be
included. Instead, practical methods use either the solution of
a least square matrix equation system [11] or the minimization
of an error function. Due to the direct formulation of this error,
more accurate methods can be expected for the second case [6].
These include Iterative ([11]) or Maximum Likelihood ([12]).
As example, the following equation shows the error function

N 2
€= Z_: [\/(mn —2)? 4 (yn —y)? — Jm—n} (1)

for Iterative assuming distance measurements d, e to the N
BS, located at position (z,y,). For Maximum Likelihood,
where the inverse of the statistical distribution density function
serves as a formula for the error, the underlying measurement
error distribution is required. If known, optimal results can be
achieved. A disadvantage of both is that error minimisation is
carried out continuously by gradient descent until the error is
below a certain threshold [11]. On the one hand, this requires
high computing power. On the other hand, the solution can be
trapped in local minima and not in the global one [6].
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A completely alternative concept not requiring any BS is
operating an Inertial Navigation System (INS). Here, accelera-
tion sensors and gyroscopes are utilized to deduce the change
in the current position in relation to a starting point [13].

It is only mentioned in passing that, based on the inclusion
in the system equations, positioning is also conceivable directly
by means of tracking filters, which are described next.

D. Tracking filters

The goal of tracking filters is to smooth the measured
values by eliminating the unknown observation error. A simple
option is a moving average filter, in which the sliding mean
value of the last N measurements Tjy_n41,Tk—N+42, " , Tk
is used as an estimate at time step k£ according to [14]

Tp—N+1+ Tg—Ny2 + -+ Tk
N
Ty — Tp—N
N

where the recursive expression in the last line follows from
introducing the moving average value Ty from the last time
step into the first formula [14]. The advantage is the low
calculation effort. In contrast, there is the disadvantage of
having the observations of all previous N time steps being
weighted equally, even though the true output has evolved.

T =
(2)

=2Tp-1+

One way to achieve a stronger weighting on the last
measurements is by means of a low-pass filter. It reads [14]

3)

However, the problem here is the fixed parameter «, which
indicates the ratio of the new value to the current estimate.

T = aZTg—1 + (1 — ) xx with a € [0, 1]

Kalman Filters (KF), on the other hand, represent an
extension in that this parameter, which is now referred to as
Kalman gain, is selected variably depending on the statistical
values. Hereby, the current measured variable is compared
with the respective value to be expected from the system.
Mathematically, KF are optimal in terms of calculating the
minimum variance estimate, if the observed system is linear,
the expected value and associated covariance of the initial
value, being a random variable, are known and the observation
noise and process noise' are Gaussian random processes
with symmetrical positive semi-definite covariance matrices.
In addition, the initial state, process noise and observation
noise must be mutually uncorrelated [15], [16]. In practice,
not all conditions are typically fulfilled in this respect, so that
the estimated value then deviates from the optimum result.
Compared to the previous approach, the calculation effort is
higher due to the matrix operations involved.

In the case of non-linearity of the observed system, lin-
earisation of the system in each time step is conceivable
before applying the KF. However, this approach, known as
the Extended Kalman Filter (EKF), only offers the optimal
solution with regard to the linearised system and not the
original system. A method that dispenses with linearisation
is the Unscented Kalman Filter (UKF), in which the statistical
variables are reconstructed taking the functional values of the
non-linear functions for a few selected points [14].

IProcess noise is usually not present in positioning systems.



The consideration of few selected points serves to avoid a
complex Monte Carlo simulation. Nevertheless, such a concept
is the Particle Filter (PF). It is based on initial generating
multiple particles, which represent random samples in the
state space. Subsequently, their propagation is simulated using
the system equations, whereby less probable elements are
discarded and the remaining ones are pursued further [17].

E. Fusion

In addition to individual systems, hybrid systems are also
proposed in the literature. These differ in terms of whether a
single system is duplicated (e.g. installation of the same system
in several rooms) or whether hybrid hardware is applied.
Duplication saves design costs, but with true hybrid hardware
there is the possibility that the weaknesses of one system are
compensated for by the strengths of the other. Irrespective of
this, it is possible to use one system at a time or to employ
them simultaneously. In either case, the systems generate
measurement data, which can be combined into a final position
estimate either at data level or system level. In the former case,
the parameter measurements (e.g. the determined distances or
angles of incidence) are combined in a large system equation.
In the latter case, however, the individual systems determine
position estimates independently, which are then merged into
a final result by means of weighting or filters, e.g. by taking
into account the covariances of the measurements [1]. The
disadvantage for the system-level fusion is that a position es-
timate must be available for each individual system. However,
if there are insufficient measurements for a system to draw
conclusions about a unique position, e.g. if there are too few
distance measurements, then it may be possible to estimate
the position using fusion at data level, taking into account the
alternative parameter measurements.

III. CONCLUSION AND FURTHER WORK

The paper analysed several alternatives for the design
of positioning systems, from the underlying RF signal to
the extracted parameters, the positioning approach, the filter
algorithms and fusing methods. The pros and cons of the
choices, which relate to FOM like accuracy and costs, were
outlined. Together, this offers future designers the opportunity
to select promising options at an early stage and thus support
both the specification and implementation of such systems.
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Abstract—This paper presents the application of commercially-
off-the-shelf (COTS)-available gas sensors for monitoring indoor
air quality and proposes their integration into an electronic nose
system for indoor localization. The objective is to accurately
identify specific locations within various rooms of a building.
To achieve this, we employ a nearest neighbor algorithm for
fingerprinting. Our initial results are promising, demonstrating
the system’s ability to distinguish between corridors and distinct
rooms or laboratories. However, to advance towards a fully
operational prototype, further research is necessary. This includes
the development of more advanced signal processing techniques
and the extraction of detailed information, such as deciphering
the unique gas composition signatures of different rooms.

Index Terms—fingerprinting, indoor localization, gas sensor

I. INTRODUCTION AND RELATED WORK

Low-cost air quality sensors in buildings are commonly
deployed for monitoring of indoor environments [1]. Our
idea to is to build a mobile electronic nose, equipped with
commercially off-the-shelf (COTS)-available gas sensors for
indoor localization. Such sensors can help identify the type of
room, thus narrowing down the position within a building.

Previous studies explored the concept of a virtual nose for
person localization [2], as well as the detection and localization
of gas leaks [3]. Our research takes inspiration from these
works, particularly the use of aroma fingerprints for indoor
localization, as detailed by Miiller et al. [4]. In their study,
a handheld chemical detector from Environics, utilizing ion
mobility spectrometry, was employed. The k-nearest neighbour
algorithm facilitated the classification of various locations, such
as offices, coffee rooms, open spaces, and corridors, based on
their distinct olfactory profiles.

In the paper, we deploy a COTS-available gas sensor
capable of detecting four distinct gases. We aim to determine
whether varying operational modes can yield sufficient data
to accurately localize a room. The potential applications of
this technology are vast, including its integration into indoor
localization systems to provide supplementary information that
could differentiate between floors or specific rooms.

Section II outlines the proposed localization algorithm,
while Section III details the hardware and measurement setup.
Section IV presents and discusses our preliminary findings.
Finally, Section V provides a summary and the implications
of our research.
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II. LOCALIZATION ALGORITHM

In this paper, we propose to utilize the nearest neighbor
algorithm to perform fingerprinting for indoor localization [5].
Therefore, we define J positions within the target area, whereby
each position is described by its position index j =1,...,J.
Each position in the target area is described by its reference
feature vector r; ., which contains the reference measurement
values at the j-th position.

To determine the position, the observation feature vector r; ,
is required. This is recorded with an observation measurement
at the j-th position. For localization, a suitable metric is used
to calculate the distance between all reference feature vectors
r;, and the observation feature vector r;,. In this case, the
{1-distance serves as an example of a distance metric between
two vectors: dg1(rj o, rj,) = ZnN:1 v o[n] —r;.[n]|

The most probable position 1 is then determined by deter-
mining the minimum, here using the example of the {1 norm:

f = arg min

——

de1(rj,0,T5,r)

III. IMPLEMENTATION

(de1(ry0,15,r)) (1)

In this section, we describe the measurement setup and the
measurement mode.

The sensor system consists of a sensor chamber equipped
with an integrated Grove Multichannel Gas Sensor V2, which is
COTS-available for approx. 40 €. The sensor is a combination
of four MEMS sensors with different cross-sensitivities. The
main sensitivities of the sensors are as follows: nitrogen dioxide
(NO2) for the GM-102B, ethanol (C2H50H) for the GM-302B,
volatile organic compounds (VOC) for the GM-502B, and
carbon monoxide (CO) for the GM-702B. The sensor values
are processed on the board by a microcontroller STM32F030
with a 12-bit ADC and output the raw data that represents
changes via an I2C interface. The sensor chamber is connected
via silicone hoses to a pump, which is controlled by a Grove
MOSFET CJQ4435. The control of the MOSFET for the pump
and the data acquisition of the sensor values via I12C is carried
out by the WIO terminal with the help of a 32-bit ARM
Microchip microcontroller ATSAMDS51. The WIO terminal
supplies the MEMS sensors in the chamber with a voltage
of 3.3V and the control and load circuit of the MOSFET
for pump control with 5V. For forwarding the data for later
processing, a UART connection is established over the USB-C
cable with 9600 baud using the EDGE Impulse CLI. The sensor



values are recorded at a sampling rate of 10 Hz. The start of
the recording is done via the web interface of EDGE Impulse.
Figure 1 shows a picture of the test setup.

Fig. 1: Test Setup. The air flows from the right-hand side
through the glass bulb towards the sensor chamber.

For our preliminary analysis, we conducted tests at three
strategic reference points as depicted in Figure 2. Position 01
is situated at the terminus of a corridor, position 02 is located
within a standard office space, and position 03 is set in a
conventional laboratory setting.

Fig. 2: Floorplan with reference positions.

Given the absence of additional detectable chemicals in an
office setting, we expect only minimal fluctuations in sensor
readings. The electronic nose faces the challenge of discerning
subtle variations in the concentrations of NO2, C2H50H, VOCs,
and CO across different positions.

Initial tests revealed that the sensor requires an extended
preheating period; sensor readings continued to drift even after
2h of operation. To address this, we implemented a pump
system that maintains a steady airflow of 1.8 I/min through the
sensor chamber. Air is first directed through a glass bulb before
entering the sensor chamber, which isolates the sensor from
ambient air currents and the movement of individuals, ensuring
consistency in the absence of active pumping. Previous research
demonstrated that the repeated process of pumping gases
in and out significantly enhances the accuracy of substance
classifications [6]. To assess the sensor’s responsiveness to the
presence or absence of new air, we conducted measurements
using our test setup for 300 s under a specific operational mode
(refer to Figure 3 for details).

The operational mode is designed to capture air within
the glass bulb at a specific location, which is then analyzed
by the sensor. We hypothesize that the variations in gas
concentrations at distinct positions will induce significant
changes in the sensor’s dynamic readings, thereby enabling
accurate localization.
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pump on
pump off t[s]
0 60 120 180 240 300
Fig. 3: Measurement procedure.
TABLE I: Localization results.
to,tm [s]  fp. €1 abs.  fp. £; norm. fp. R abs. fp. R norm.
1, 300 1,0,1 1,0,1 1,0,1 1,0,1
60, 90 0,0,1 0,0,1 1,0,1 1,0,1
60, 200 1,1,1 1,1,1 1,0,1 1,0,1
180, 205 0,0,0 0,0,0 1,0,0 1,0,0
235, 300 1,0,0 1,0,0 1,0,1 1,0,1

1IV. EVALUATION

In this section, we present and analyze our initial findings.
Figure 4 and Figure 5 illustrate the processed sensor data across
three distinct locations for each type of sensor. To mitigate
quantization noise, we have implemented a moving average
filter with a window size of 10, corresponding to a 1-second
interval, across all data sets.

Figure 4 displays the raw data from the sensors, while
Figure 5 shows the normalized sensor data, scaled from O to
1. The data from different sensors (NO2, C2H50H, VOC, and
CO) are indicated by varying colors. The dotted lines represent
the reference measurements utilized for training, and the solid
lines correspond to the observational measurements used for
evaluation.

Upon visual examination, we observe that the sensor readings
in the corridor (Figure 5a) exhibit more pronounced differen-
tiation compared to those in the office (Figure 5b) or the
laboratory (Figure 5c). Additionally, there is a noticeable offset
between the training and evaluation datasets.

For the feature vector, we define:

2

where each sensor vector s, is composed of sequential measure-
ments at times ¢ through t,,: 8¢ = [s5(t0) ss(t1) ... 55(tm)]7T.

Table I presents the outcomes of our measurements across
various time windows, which served as feature vectors in accor-
dance to (2). Beyond employing the nearest neighbor algorithm
(refer to (1)), we computed the correlation coefficient, denoted
as R, to ascertain the most probable location by identifying
the peak correlation between the training set and observational
data. Our findings reveal that normalizing the measurement data
is not required for our analysis. Additionally, employing the
Nearest-Neighbor algorithm utilizing the ¢;-distance, alongside
the correlation coefficient R, yields comparable results. For
instance, the sequence 1,0, 1 in the table indicates that the first
and third positions were accurately estimated, while the second
position was incorrectly estimated. Notably, we successfully
differentiated between all three positions using a time window

r;, = [Sl S2 ... S4]T



220 l 220 220
8 | 2 2
a a a
8 200 i o ey ur 8 200 ST T. v S2T S3T. S4T 8 200 SLT. v 52 T. 53 T. S4T.
2 SIE. —S2E S3E.  S4E. g : - - : g SR ©E pg SE
g g S1E. —S2E. —S3E.  S4E. g . —S2E. - -
w wn wn
= s~ o
2 180 | 2 180 2 180
g - 3 g = g :
& T & - A ~ e -

160 * 160 1 160

0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300
t [s] t [s] t [s]
(a) Pos. 01. (b) Pos. 02. (c) Pos. 03.

Fig. 4: Absolute processed sensor data for the
each of the s sensors (S).

three positions. Each figure contains the training (T.) and evaluation (E.) data for

1

! SIT. -nS2T. - -S3T.  S4T. A SIT. 82 T. 83 T.  SAT. L; SIT. 82T - 83T.  SAT.
& E S1 E. —S2 E. S3 E. S4 E. @ }\_ S1E. —S2E. S3E. S4E.| | @ : S1E. —S2E. S3 E. S4 E.
5 081 5 . < it
A % A 4 A { \
g 06 g b g il |
g o a ' P
@ 5] 5} 1 i ¥ 4
A 2 2 WAL
T 04 g k= 178
2 2 2 ¥
g g g
£ o2 ] & £

A |
0 | 0
0 50 100 150 200 250 300 0 50 100 150 200 250 300
t [s] t [s]
(a) Pos. 01. (b) Pos. 02. (c) Pos. 03.

Fig. 5: Normalized processed sensor data for the three positions. Each figure contains the training (T.) and evaluation (E.) data

for each of the s sensors (S).

ranging from 60s to 200s, which encapsulated the most
distinctive dynamics. Our initial findings indicate the potential
to distinguish between locations such as corridors, office rooms,

and laboratories, despite the observed drift in sensor readings.

We propose that curve fitting could be applied to the sensor
data when the pump is deactivated. Utilizing these fitted curves
as fingerprints may enhance the accuracy of our localization
efforts in subsequent studies.

Looking ahead, we plan to integrate additional sensors to
identify foreign substances present in the air. The inclusion
of such sensors could prove beneficial in environments with
distinct characteristics, such as rooms with extensive leather
furnishings or areas where soldering is frequently performed.
Moreover, incorporating an oxygen (O2) sensor could aid
in differentiating between frequently occupied spaces and
those less used, such as offices with high foot traffic versus
occasionally occupied laboratories. We also aim to extend our
analysis to encompass sensor data collected over more extended

periods and with different conditions such as opened windows.

V. CONCLUSION AND FUTURE WORK

In this paper, we explored the capability of a COTS-available
gas sensor, integrated into an electronic nose, to differentiate
between various locations within an office environment. Our
initial findings highlight the challenges associated with this

task, still, we distinguish between the three positions correctly.

In the future, we intend to conduct a comprehensive analysis
of the sensor data, taking into account environmental variables
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such as temperature and humidity, which may influence our
measurements. Additionally, we plan to enhance the operational
mode of the electronic nose and evaluate a range of algorithms
suitable for indoor positioning applications.
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Abstract—Identifying structural damage in confined spaces
with restricted access, such as gas pipelines, poses a significant
challenge. This work proposes a concept, that can tackle the
challenges by using a visual Simultaneous Localization and
Mapping (vSLAM) system consisting of a various combined
sensors on a 3D printed platform. The integration of multiple
sensors results in an accurate trajectory and mapping solution.
Damage detection can be then achieved by Machine Learning
(ML) algorithms trained on extracted point clouds.

Index Terms—vSLAM, Visual Odometry, Depth Camera, 3D
Reconstruction

I. INTRODUCTION

Controlling underground pipelines for damage involves ex-
penses and requires high time expenditure. There is also a
risk of blocking the pipe due to unknown geometry and hard-
to-reach systems. Reconstructing a 3D model of the pipe
system requires a platform or autonomous vehicle, that is small
enough and can fit a setup of sensors.

The inspection of pipelines and the detection of dam-
age within them includes a series of challenges: Due the
subterranean position, GPS for localization is not available.
Monotonously build pipes make it difficult for the SLAM
algorithm to match images and construct a 3D model of the
environment. Poor or non-existent light sources prevent the
usage of traditional tracking devices.

A system with the combination of multiple sensors, such as
camera, inertial measurement unit (IMU) and light detection
and ranging (LiDAR) in addition to ML algorithms allow to
resolve those issues. By synchronizing the data in form of
images and various measurements, the surrounding environ-
ment can be mapped in 3D. The large amount of data, that is
generated by the system, requires post-processing on a more
powerful computer. It is also possible to save the collected data
to a computer, enabling a map creation and damage detection
at the end of the inspection time.

We propose a concept for a platform using a dual depth
camera, a LiDAR, an IMU setup using a multi camera vSLAM
and a ML algorithm and resulting in an accurate 3D represen-
tation and tracking solution, in pursuit of post-processing data
analysis and visualization (see Fig. 1). The primary emphasis
of this endeavor lies in sensor fusion, with a particular focus on
integrating multiple sensing modalities into a cohesive system.
The proposed system configuration would be tailored towards
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(a) Hardware and Software

(b) Experimental Setup

Fig. 1. Current State of the 3D-OLE System Setup (22x15x10 cm)

the development of a prototype capable of accommodating
existing inspection tools.

The next section, Section II lists previous solutions and
achievements. Section III describes the platform and the sensor
setup. Section IV explains the proposed concept. Concluding
with Section V, consisting of a summary and an outlook for
upcoming improvements.

II. RELATED WORK

Precise and expeditious inspection methodologies are im-
perative for ensuring the secure functionality of expansive
pipeline infrastructures. Predominantly employed for peri-
odic surveillance of pipelines, autonomous inspection tools,
including pipeline inspection gauges (PIGs) [1], [2] , and
robotic crawlers [3], [4], play a pivotal role in this endeavor.
The inspection can be done without the support of visual-
based sensors. One way is to use a “low-cost smart PIG”
that integrates sensing and data collection capabilities within
a disposable foam pig carrier [5], allowing inspections to
be performed more frequently and at lower risk and cost.
Mechanical arms equipped with strain gauge sensors are used
for the detection of changes in the geometrical size and
roughness of the pipes.

A recently published approach is using a dual-function
depth camera array (DF-DCA) installed at the end of a PIG,
for reconstruction and inspection of underground pipelines [6].
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Fig. 2. RealSense D435i depth camera in details [13]

By using a central positioned camera and four oblique-viewed
depth cameras it is possible to create a 3D model of complex
pipelines with prior unknown geometrical segments.

In addition to advancements in pipeline inspection method-
ologies, the development of SLAM algorithms is experiencing
rapid growth. One state of the art SLAM technique, that can
be used for 3D reconstruction and inspection, is ORB-SLAM3
[7]. It supports monocular, stereo, RGB-D and fisheye cameras
and offers a superior trajectory accuracy compared to other
SLAM system, based on the EuRoC [8] and TUM-VI [9]
dataset.

Another SLAM approach is RTAB-MAP [10]. The graph-
based SLAM processes uses visual and LiDAR input and
performs loop closure detection [11]. RTAB-MAP generates
2D grids and 3D point clouds and is part of the ROS SLAM
library and the RealSense camera software, which makes it a
convenient out-of-box experience.

Achieving a accurate tracking and mapping solution in real-
time is possible by using 3D Gaussian Splatting SLAM [12]
(3DGS). Unlike other SLAM systems, that use representations
like occupancy or Signed Distance Function (SDF) voxel grids,
meshes or point clouds, 3DGS focuses on optimizing memory
usage, rendering speed and resolution.

III. SYSTEM SETUP
A. Hardware

The computer used in this setup is the Box PC LEC-7070-
311A from Lanner Electronics. It has a Dual-Core i3-3217UE
processor and 8GB DDR3 RAM. For a three-dimensional
recording of the surroundings we use two RealSense D435i
RGBD cameras with integrated IMUs, as seen in Fig. 2.

A RealSense L515 LiDAR or a RPlidar S2 360° Laser-
scanner is planned to be positioned on top of the platform,
in addition to the integrated IMU in the camera. It is also
intended to add another IMU, from Witmotion, the HWT9053-
485. However, both the LiDAR and the IMU are currently
planned for implementation but have not yet been installed.

18

B. Software

The computer is operating on Ubuntu 18.04 and is using
ROS, an advanced robotics development platform, used to
realize complex robotics applications. The post-processing is
done on a separate computer using a NVIDIA GeForce RTX
3080 GPU.

C. Testing Environment

To simulate a real environment a cylindrical pipe is used,
which is fully coated in black (Fig. 3). The dimensions are
approximately 3 meters in length and a diameter of 30cm.
The addition of scratches and dirt is considered to mimic real
pipeline systems and also to add features for the iterative loop
closure algorithm, that is used to match recorded point clouds.

Fig. 3. Test environment located in the university laboratory

IV. CONCEPT

A multi-functional robotic platform is designed for the
pipeline inspection. A 3D printed case serves as base structure
for the robotic system, where various components are mounted
(Fig. 1). The RGBD camera is positioned on top of the
platform and one at the bottom, increasing the the field of view
and adding redundancy to the data collection. The cameras
capture images and point cloud data as displayed in Fig. 4,
enabling the system to recreate a 3D environment. The laser
beams measure the distance to objects and the surface of the
pipeline, generating another point cloud in addition to those
from the dual camera setup.

All sensors are connected to a mini PC, that serves as
controlling unit. The PC controls all sensors, while also
processing the data and running algorithms for vSLAM. The
system is powered by a battery which is placed at the back
of the system. Since the pipeline lacks illumination, lighting
is mounted at the front of the system.

The data collection process follows a simple procedure. The
wheeled system moves along a linear path within the pipeline
until reaching its end, after which it returns the same route in
reverse, thereby generating redundant data.

Simultaneous localization and mapping is used to cre-
ate a 3D representation of the pipeline in real-time using
the both DRGB cameras. One of the used algorithms is
RTABMAP [10] (Real-Time Appearance-Based Mapping). It
uses a combination of appearance-based techniques and loop



Fig. 4. Point cloud of the test environment

closure detection to build maps while estimating the trajectory.
RTABMAP utilizes visual features extracted from sensor data,
such as cameras. The second algorithm is a self-developed
algorithm, tailored specific to the requirements of pipeline
inspection. Integrating sensor fusion, feature extraction and
probabilistic modeling while maintaining real-time perfor-
mance. In contrast to other SLAM algorithms, we propose
to fuse data from multiple LiDAR and camera systems to
effectively address issues such as dynamic object detection and
motion estimation. In addition to sensor fusion, our research
incorporates deep learning techniques for localization within
the SLAM framework to enhance the accuracy of position
estimation.

Aiming for a comparison of both algorithms in experimental
and real environments, an evaluation will be conducted. The
comparison will include the consistency and precision of
maps generated by both algorithms to see what accuracy
can be reached. Efficiency will be assessed by the real-
time performance, looking at processing speed and resource
management. Using sensor noise, dynamic obstacles, varying
lighting conditions, and changes in the environment layout to
check the robustness of each algorithm.

V. CONCLUSION AND OUTLOOK

Instead of relying on one camera or one LiDAR, this setup
facilitates sensor fusion through the use of multiple sensors,
ensuring a minimum of blind spots and a wider coverage of
the target area. Another benefit of the proposed setup is the
higher density and quality of the point clouds, which can lead
to better prediction by the ML model, but resulting in the
requirement of higher processing power to effectively manage
and analyze the vast amount of data generated by the sensors.

If the realization of the proposed setup and algorithm return
a satisfying result, it is planned to implement a process that
sends the data in real-time to the processing PC, which enables
a real-time visualization of the pipeline and tracking of the
system.
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Another task is to compare the quality of the output with
more cameras and more accurate LiDAR sensor, considering
processing speed, required processing power and complexity
of implementation in regards to the interaction between the
Sensors.

The final step is to develop and train a suiting deep learning
model, aiming towards the elimination of the requirement of
a powerful PC. Allowing the use of a all-in-one platform and
maybe the use of cheap minicomputers like the Raspberry Pi
or Jetson Nano.
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Abstract—This work presents an indoor localization system
based on received signal strength indicator (RSSI) that is readily
available in Bluetooth devices. Two algorithms are used for
localization, namely proximity and weighted circular. Both
algorithms are tested in an office room and a mean localization
error of 1.76 m is measured. The proposed system shows its
suitability for localization of medical assets in large medical
facilities.

Keywords— indoor localization, RSS, Bluetooth

[. INTRODUCTION

Indoor localization systems can be utilized in many
applications in medical facilities, for example localization and
tracking of medical assets. Automated asset management tools
can improve the operation efficiency in medical facilities
[1-2]. Such tools can be used in seeking medical devices and
equipment shared between different medical units. It can also
help in keeping track of expensive equipment and hence
increased protection against theft. Localization tools can as
well support the identification of medical equipment that
require maintenance.

One of the aims of the secure medical microsystems and
communications (SEMECO) project [3] is to design an indoor
localization system that can determine the position of assets in
medical facilities. Many positioning algorithms and
technologies were researched in order to enhance indoor
localization [2, 4]. In the proposed system, a device will be
attached to the equipment to be located and then its position
can be estimated with the help of fixed anchor nodes that will
be distributed along the floorplan of the indoor environment
under test. In this paper, received signal strength (RSS) based
localization technique is investigated due to its simplicity and
wide availability in many technologies such as WiFi and
Bluetooth [2, 4], which means that it does not need a dedicated
hardware. Although RSS based localization techniques have
a lower accuracy compared to other techniques, they have
shown an acceptable accuracy with an error below 5% [4],
which makes them suitable indoors for the application of
interest here, where it is enough to determine in which room
an equipment is located. For the system presented in this
paper, Bluetooth low energy (BLE) based devices are chosen
since they can cover a range up to 100 meters [2]. BLE devices
enable as well angle of arrival (AoA) in case a higher
localization accuracy is needed in the future [4].
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The remainder of this paper is organized as follows: In
section II, the proposed system architecture is presented. Then
in section III, background about RSSI localization and the
algorithms employed are introduced. In section IV,
measurement results that show the accuracy of the proposed
system are presented. Finally, in section V, the results of this
work are concluded.

II. PROPOSED SYSTEM OVERVIEW

The proposed localization system is based on an active
positioning system, where an active radio frequency (RF)
transmission has to take place between the devices to be
detected and the devices that serve as anchor nodes. This
approach has advantages in terms of DC power (since RF
power decreases versus distance by the power of 2 instead of
power of 4) and privacy (devices can switch off the
positioning function). The proposed system in this paper is
composed of:

e  Off-the-shelf Bluetooth beacon nodes that will be mounted
on the walls of the different rooms of the indoor
environment under test. The local positions of these nodes
are stored in a database after installation and are known
to the localization system.

e Sensor nodes which will be attached to the equipment to
be localized. In the proposed system, SG SENS device [5]
is used. This device offers seamless tracking of assets
indoor and outdoor. GNSS (Global Navigation Satellite
System) reception is used for outdoor position tracking,
whereby the estimated position is transmitted to the cloud
environment via low power wireless access (LPWA)
cellular standards Long Term Evolution for Machines
(LTE-M) and Narrowband-Internet of things (NB-IoT).
This offers runtime for few years with a single battery
charge. Furthermore, a built-in Bluetooth receiver
measures RSSI of Bluetooth beacons along with its
unique media access control (MAC) address. This
enables position estimation in indoor environments.
Positioning can be triggered by an acceleration sensor.
This enables low power consumption, since the device
only needs to operate when it moves, and sleeps all other
times to save power. The 5G SENS offers five sensors:
temperature, humidity, air pressure, 6D acceleration and
light. These sensors enable monitoring of assets
conditions according to application needs. A device



management and a data processing loT-cloud completes
the solution. The device is built to tackle many different
IoT use cases, from tracking mobile assets to monitoring
conditions during delivery [5].

e The Ilocalization framework that was previously
introduced in [6]. This framework gets the local positions
of the beacon nodes as an input together with the RSSI
data collected in the database from the sensor nodes. It
then outputs the estimated local positions of the sensor
nodes and writes them back into the database.

e A database that stores the RSSI data sensed by all sensor
nodes from the beacon nodes versus time. The database
also stores the estimated local positions of these devices
versus time, which is generated by the localization
framework.

An example employing the described system is shown in
Fig. 1. In the coming section, a detailed explanation of the
implemented technique is presented.

III. RSSI LOCALIZATION TECHNIQUE

RSSI measurements are performed and recorded between
each sensor node and each beacon node which enables
estimating the distance between them. The transmitted signal
power Py, the received signal power P, and the distance d
between the transmitter (beacons node) and receiver (sensor
node) are related by [7]:

n

P. =P, x (ﬁ) )

where A is the RF carrier wavelength and n is the path loss
exponent whose value is equal to 2 in free space and differs
from one environment to another.

From equation (1), we can see that the received signal
power is inversely proportional to the distance between the
two nodes, and from this, the relationship between the RSSI
and the distance can be defined as follows:

RSSI = P, dBm = P, dBm — 10 nlog(d/d,) ©)

where Py is the RSSI at distance do usually defined at 1 m.
The values for n and Po can be determined through
performing several distance measurements while recording
the corresponding RSSI values and then using curve fitting
for calibration as was shown in [7]. Then the distance
between the sensor node and the beacon node can be
estimated based on the RSSI value by rearranging (2) to get:

RSSI+Pg

d= 10" 1on (3)

If the beacon node is at a position (Xi,yi,zi) and the sensor
node is at a position (Xn,yn,Zn), then the distance between them
is given as:

din = (X — X)% + (Vi — yn)? + (21 — 2)? C))

where i and n are the IDs for the beacon node and sensor node
respectively.

Thus combining equations (3) and (4) together, one can relate
the (xi,yi,zi) position of the beacon node to the (Xn,Yn,zZn)
position of the sensor node through the corresponding RSSI
measurement. All RSSI data that are gathered are stored in a
database as shown in table 1.

TABLE 1: RSSI DATA SAVED AT DATABASE

Beacor} Node Sensor ID 1 Sensor ID 2 Sensor ID n
Coordinates
(X1.y1,21) RSSI(1,1) RSSI (1,2) RSSI (1,n)
(X2,y2,22) RSSI (2,1) RSSI(2.2) RSSI (2,n)
(XinYisZi) RSSI(,1) RSSI (1,2) RSSI (i,n)
X Database

RSS| . E

—
Read Write
RSSI localization
data

L}
X Bluetooth beacon nodes
@ Sensor node (5G SENS) Localization
framework

Fig. 1. Top: Overview of a localization scenario in an office room with four
anchor nodes and one sensor node. Bottom: Photo of the office room.
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Fig. 2. Localization results using proximity and weighted circular
algorithms

After calculating the distances based on equation (3) and
storing the data in the database, localization can then take
place using either calibrated algorithms and equations (3-4)
or non-calibrated algorithms [4].

Calibrated algorithms take into account the parameters in
equation (3) that can be different from one environment to
another, which improves the localization accuracy.



TABLE 2: COMPARISON WITH OTHER INDOOR POSITIONING

MEASUREMENTS
Test Area | Mean Error Technolo
(m?) (m) il

[8] 24.75 1 WiFi
[9] 27 5.82 Bluetooth

[10] 64 13 WiFi
[10] 64 1.7 Bluetooth
This 12.54 1.76 Bluetooth

An example of calibrated algorithms is the weighted
circular algorithm [4] that minimizes the sum error of least
squares of the estimated distance between the anchor node
and the sensor node and also gives higher weight to the RSS
measurements that are closer to the anchor nodes. On the
other hand, non-calibrated algorithms ignore the environment
parameters in equation (3) which simplifies the localization
algorithm. An example is the proximity approach which
estimates the position of the sensor node by using the position
of the anchor node with the highest RSSI [4].

[V. MEASUREMENT RESULTS

Initial measurements for the proposed system were
carried out in an office room sized 3.3 m by 3.8 m equipped
with furniture. Four beacon nodes were installed at the four
corners of the room as shown in Fig. 1. RSSI was then
recorded between the sensor node (5G SENS) and each of the
four beacon nodes at nine different locations distributed along
the room as shown in Fig. 2. Two localization algorithms,
proximity and weighted circular were then used to estimate
the position of the sensor node. A mean localization error of
2.18 m and 1.76 m was obtained using proximity and
weighted circular algorithms, respectively. The measurement
results presented in Fig. 2 show that for proximity, the error
is smallest at the corners of the room near the anchor nodes,
while for the weighted circular the smallest error is obtained
in the middle of the room as expected. It is worth mentioning
that the localization framework runs in less than ten seconds
including reading from and writing back to the database.

Table 2 shows comparison with other RSSI-based indoor

positioning measurements that could be found in the literature.

The mean positioning error of the presented system here is of
an acceptable value compared to the others, keeping in mind
that WiFi based positioning systems give better accuracy than
Bluetooth based systems as was shown in [11]. An additional
reference point was used in [8] in order to mitigate the errors
that can be introduced due to multi-paths, which increases the
hardware/costs needed for the system. In [10], all
measurements  ensured line-of-sight and also ten
measurements were performed for each beacon node in order
to average the error in the RSSI readings, which increases the
run time for the positioning measurement. In this work, only
one RSSI measurement per beacon node was performed.

CONCLUSION AND FUTURE WORK

An indoor localization system was presented for the
application of asset management in medical facilities. The
presented system shows its suitability for the intended
application. Future work includes testing in a larger indoor
environment with multiple rooms and multiple sensor nodes.
Also, the impact of varying the number of anchor nodes per
room on the positioning accuracy will be investigated. In
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addition, the effect of the number of RSSI measurements
performed by each beacon node on the positioning accuracy
is worth investigating.
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Abstract—Advances in roll-to-roll printing and in functional
inks have made it possible to integrate printed super-capacitors
and printed Li-ion batteries in one substrate, at a low cost, and
high manufacturing throughput. Combined with smart power
management circuitry, this new super-capattery device can offer
the advantages of both underlying energy storage systems: high
power-density and high energy-density. The power management
circuitry has to maximize the super-capattery performance
regarding charging speed, versatility, life time, and security.
To cover a wide range of applications we propose different
combinations of super-capacitor cells, Li-ion battery cells, and
power management. As a result we can cover application profiles
that fit active long-term low-power devices like active RFID-
tags, NFC-tags, autonomous sensor nodes, other battery powered
mobile devices like localization devices, but also high-power
short-term profiles like remote controlled vehicles and robotics.

Index Terms—energy storage, printed super capacitor, printed
lithium-ion battery, super capattery

I. INTRODUCTION
Electric energy storage system should securely store as

much energy as possible at a low cost, small volume, long
lifetime, and light weight. Simultaneously, they should usu-
ally be able to deliver a constant output voltage and high
power, independent of their load conditions. On top of that,
a convenient voltage level that is compatible with the used
consumer is much preferred over the need to have voltage
conversion in a device. However, the range of consumers is
very wide and the voltage requirements can be very different.
Further, quick recharge times are also important. In summary,
the requirements posed to energy storage systems are manifold
and their individual realizations are contradictory in nature.

Important parameters to describe the characteristics of an
energy storage are its specific energy (energy-to-weight ration,
EWR) or energy density, usually given in Wh/kg or Wh/l,
respectively. Equally important are the parameters specific
power (power-to-weight ratio, PWR) or power density, which
describe how much power a storage can absorb and deliver,
usually given in Wh/kg or Wh/l, respectively. The ratio of
of specific energy to specific power is what is known as the
characteristic time tc of an energy storage.

tc = EWR/pPwr (D

It roughly determines how long it takes to fully charge an
energy storage (lower is better) and how long it can deliver its
maximum power before being depleted. In reality, depending
on the power profile, either the charging or discharging process
will be faster than the other. The three described parameters
are shown in Fig. 1 in the so-call Ragone plot for the most
relevant electric energy storages.
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Fig. 1. Ragone plot classifying and comparing super-capatteries to the most
relevant electric energy storage technologies. The diagonal lines mark the
characteristic time of the technologies (based on data from [1]).

In this work, we focus on super-capatteries, a new combina-
tion of super-capacitors and Li-ion batteries that can cover an
area in the Ragone plot, where no monolithic energy-storage
type can currently operate. Only by combining the benefits
of the two individual technologies super-capacitors and Li-ion
batteries in a heterogeneous systems can this area be covered.
Figure 2 and Tab. I show and compare the main characteristics
of both super-capacitors and Li-ion batteries. Their cost-
efficient and compact integration has recently become possible
by the advances of roll-to-roll printing, active inks for Li-
ion batteries, as well as active inks for super-capacitors [2]—
[6]. Since it is a degree of freedom in what ratio to combine
the two underlying technologies, there is a large spectrum of
power density and energy density combination that can be
covered, which is illustrated by the large size of the pink super-
capattery area in Fig. 1. This freedom allows us to address a
wide range of requirements and cover the needs of a wide
variety of consumers.

Among the targeted consumers are active RFID- and NFC-
tags as well as battery powered small mobile sensor nodes.
These can benefit for example from a ultra-fast charging time
combined with very long energy retention, because the high-
power density of the super-capacitors is combined with the
very high energy density and low leakage of rechargeable Li-
ion batteries. Another scenario that can be covered is energy
harvesting in mobile devices [7]. The presented solution can
provide low leakage during the harvesting and storage phase,
but can also, on-demand, provide high power, for example
during short bursts of activity of a mobile wireless sensor node.

The durability of Lithium-ion (Li-ion) batteries is very
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TABLE I
COMPARISON LI-ION BATTERY AND SUPER-CAPACITOR
CHARACTERISTICS.

Characteristic ~ Li-ion Batteries Super-Capacitors
typically 3.7V, Vbreak ~ 4.0V,
Voltage stable during discharge drops during discharge
lower
Output — can drive larger

higher output current
— can deliver larger
output power
higher (1-10 kW/kg)

lower (1-10 Wh/kg)

impedance, R;

lower (1.8kW/kg)
higher (100 Wh/kg)

Specific power

Specific energy

Charging 85 % 95 %
efficiency” *ratio of energy consumed by charging process and stored energy
Leakage, lower higher
Tjeak =V / loses 5 % of charge per loses 50 % of charge per
Ricak month month
27000 cycles 100°000 cycles
sensitive to deep .
o . sensitive to over voltage,
Lifetime discharge, overcharge, R
. reverse polarity, and over
reverse polarity, and
temperature
over temperature
Polarity has polarity has polarity

sensitive to under voltage, over voltage, as well as too high
and too low temperatures. Exceeding permissible limits, for
example by deep discharge, over charge, or a heavy continuous
power drain, significantly reduces cell lifetime. Therefore it is
necessary to have current limiters, temperature control, and
voltage balancers directly integrated into the battery package,
which we also investigate in this work.

II. APPLICATION PROFILES

As already indicated above, the requirements for an energy
storage system depend heavily on the application and its
profile. The core specifications of such an application profile
are usually: 1) cost requirements 2) trade-off between energy
density and power density 3) peak power and internal resis-
tance 4) charging time 5) electric capacity 6) volume and/or
weight.

Consider a wireless environmental sensor node with in-
tegrated localization. Such a battery powered device will
be dormant most of the time. As a measurement of, for
example, air quality commences, the node has to wake up
and conduct several operations including: determine the air

measurement and store the measurement datum. After a certain
number of cycles the node also has to determine its position
and establish a wireless link to a base station, via which
it will transmit previously accumulated measurement data.
The wireless transmission as well as the operation of the
micro-controller require bursts of energy, while the rest of the
time, almost no energy is consumed from the battery. Repre-
sentative active currents for wireless front-ends operating at
3.3V are 45mA/9.3mA/2.9mA for Bluetooth Low Energy
(BLE)/ZigBee/ ANT, while the sleep currents are as low as
0.78 uA/4.18 uA /3.1 pA [8]. Depending on the duty cycle of
the sensor node, the average currents can be well down in
the tens of pA-range. A low-power micro-controller at 3V
consumes around 1 mA when active and drops to around 1 pA
during sleep. The active currents of sensors can have a very
wide range. For example, temperature and humidity sensing
do not require much energy per measurement; localization
usually consumes a relatively large amount of energy, because
an active RF-front-end is required.

We also consider other applications profiles. On example
are battery powered agile vehicles, which require the maxi-
mization of energy-density and power-density.

III. SUPER-CAPATTERY DESIGN & POWER MANAGEMENT
A. High power-density focused

Application examples that requires a high momentary power
are for example photoflash lamps, flashing warning lights,
robotics, and many other applications that involve mechanical
actuators that are only rarely activated. Figure 3a shows
the super-capattery design that will be optimized for this
application profile. It contains a relatively large amount of
super-caps and as little integrated electronics as possible. It
is the cheapest and simplest proposed super-capattery, does
however lack over- and under-volt protection.

B. High energy-density focused and safely stackable

Application examples that require a high energy density and
high power density are different kinds of autonomous agile
vehicles and robotics. The stackability provides the voltages
required for motors. A light weight and high energy density
enables a large range of the vehicles. Figure 4 shows a
versatile stackable super-capattery that achieves a high energy
density. An active or passive balancer is needed (at least
during charging) to prevent reverse polarities across the super-
capacitor and battery cells. Figure 4 shows two designs for
different charging methods. In Fig. 4a all cells can be charged
in series, which requires a balancer circuit that is integrated in
the cells to prevent reversed polarities across cells. As shown
in Fig. 4b the cells can alternatively be charged individually.
The benefit of charging individually is that the balancer does
not need to be integrated in the cell, but can be part of the
external charger, which would benefit the energy density of
the super-capattery.

C. Ultra-fast chargeability

To achieve ultra-fast charging a super-capattery with a large
amount of super-capacitors as shown in Fig. 3b can be used.
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The ultra-fast charging super-capattery operates in four modes.
Ultra-fast charging is done by quickly charging the series
of super-capacitor to a large voltage. The charging voltage
can also be applied for a long period, which will give the
batteries sufficient time to charge via the current ITR ANSFER-
The charge is subsequently transferred to the batteries via a
highly efficient, inductor less DC-DC-converter. As a result,
in the long term, the energy is stored in the lower leakage
battery cells. As soon as the voltage across the super-capacitors
drops to the level of the battery, the DC-DC-converter is
disabled. Power is now primarily supplied to a consumer
from the energy stored in the battery cells. If the consumer
temporarily requires high power the series of super-capacitors
can directly buffer this demand. In this configuration, a passive
or active balancer is necessary to ensure the lifetime of the
super-capattery. Otherwise asymmetries of the super-capacitor
capacities may lead to a reversing of the polarities across
individual cells, which affects their lifetimes. Depending on
the integration density, temperature sensor may also be neces-
sary for the lifetime of the super-capattery, because of the
high current flows during the very fast charging process.
The required DC-DC-converters have an efficiency of around
90 % and a footprint of only 3 mm x 4 mm. This configuration
effectively trades off super-capattery energy density and power
density for a ultra-fast charging speed.

IV. CONCLUSION
Advanced printing technology and functional inks have

enabled the direct integration of printed super-capacitors
and printed Li-ion batteries on the same substrate. In this
project SuperBat, first samples of super-caps have successfully
been printed with a capacity of 100mF at a dimension
of 40mm X 45mm x 0.5mm and a weight of only 1.44g.
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They have the advantage of being much lighter and smaller
compared to a current commercial super-cap that weighs in at
5.0g and roughly has a diameter of 16 mm and a height of
11 mm. The printed super-cap has an ESR as low as around
5€), i.e. this sample, when shorted delivers up to 200 mA
after having been charged to 1 V. In this project also first Li-
ion battery samples of similar dimensions and a capacity of
around 100 mAh and 3V have been printed. As a next step,
both devices will be integrated on a flexible substrate in a
high-volume low-cost roll-to-roll printing process, which will
allow cheaper manufacturing compared to current super-caps
and Li-ion batteries. Having both devices tightly integrated
in one package together with smart power management, the
new device becomes a super-capattery that can provide the
advantages of both underlying energy storage systems. We
showed how the super-capattery can be tailored to the needs
of different application profiles including localization appli-
cations and can provide at the same time an higher power-
density, higher energy-density, and lower cost compared to
other electric energy storages.
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Abstract—An integrated Multiplexer (MUX) and Demulti-
plexer (DMUX) system designed for high-speed data commu-
nication in potential localization applications is presented. Our
proposed system integrates a 2:1 MUX and 1:2 DMUX on a
single chip, leveraging SiGe-BiCMOS technology to achieve data
rates exceeding 200 Gb/s. This integrated approach aims to
optimize signal transmission efficiency and system integration
for future optical communication networks. The paper concludes
with plans for fabrication, measurement, and integration into
practical communication systems, marking a significant stride
towards realizing high-speed communication solutions.

Index Terms— Multiplexer, Demultiplexer, Optical Communica-
tion System, SiGe-BiCMOS

I. INTRODUCTION

High-speed communication systems enhance camera-based
localization systems by enabling the real-time transmission of
high-resolution images which is crucial for applications like
virtual and augmented reality or industrial automation. In these
systems, MUX play a critical role. With optical fiber as a
high-speed data transmission medium with low attenuation,
MUX combine as part of the transmission chain N-input low-
speed channels (e.g. each camera in the localization system)
to 1 channel with N-times the data rate, resulting in a high-
speed output data stream. On the receiver, the DMUX takes
one single input stream and splits it into N-paths, where
the data rate of one output path is divided by N [1]. The
DMUX outputs will be then further processed in the digital
domain. The simplest architecture is a 2:1 MUX. Within this
paper, we present a system integrated MUX and DMUX
for high-speed communication. This is intended to ensure
future measurability and thus enable the characterization of the
individual subsystems in the communication chain. To the best
knowledge of the authors, there exists currently no commercial
data generator which can provide Non-Return to Zero (NRZ)
data rates beyond 200Gb/s. The remaining part of the paper
contains the categorization of related work, followed by the
proposed system, and a conclusion with an outlook for further
work.

29

II. RELATED WORK

Recent advancement in semiconductor technologies such as
in SiGe or InP results in increasingly reported higher data
rates. This is due to the rising transit and maximum frequency
ft and fp,q2. Another method to raise the data rate is to use
modulation techniques such as Phase-Amplitude Modulation
(PAM)-4 [2] or Quadrature Amplitude Modulation (QAM)-
16 [3]. To achieve high data rates, the analyzed related work
focuses mainly on the selector circuit. A recently reported
MUX in SiGe-BiCMOS with S-parameter measurements over
110 GHz bandwidth was published in [4] with a data rate of
190 GBaud/s [2]. On the contrast to the high bandwidth, this
MUX requires already pre-synchronized data, meaning the two
input data streams have to be aligned and additionally one data
stream has to be shifted by half a clock period before being
processed by the selector circuit. The highest data rate MUX
was published in [5], realized in InP DHBT technology, but
includes only a selector circuit. The authors are not aware of
any other faster system.

Table I gives an overview over recently reported high-speed
data circuits for MUX and DMUX. These high data rates
stand in contrast to the power consumption, which plays a
subordinate role.

There exists currently no fully integrated multiplexer target-
ing data rates exceeding 200 Gb/s for NRZ-signal modulation.

III. APPROACH

This proposed system contains a 2:1 MUX and a 1:2 DMUX
and will be realized in one Integrated Circuit (IC). A system
overview is given in Figure 1. The signal flow is from left to
right. It has two data inputs, two data outputs and two clock
(CLK) signals for each MUX and DMUX. All signals on-chip
are fully differential. The MUX is composed of five latches (L)
for re-timing purposes, a selector circuit, multiple I/O buffers,
quadruper and active baluns for compact wideband signal
transfer. At the input, the balun converts the single-ended
signal into a differential one, before the signal is transmitted
via transmission lines to corresponding latch inputs (L1 and
L4). To compensate for losses in the signal path, a buffer
stage is incorporated in between. The selector circuit chose



TABLE I
STATE-OF-THE-ART

Reference Year Technology Circuit Configuration ~ Bandwidth Symbol-Rate ~ Modulation Power (W) Area (mm?2)
(GHz) (GBd/s)
[5] 2019 InP Selector 2:1 - 2124 NRZ 0.5-0.8 12x 15
[3] 2019 InP MUX*? 2:1 110 138 QAM-16 0.99 2x2
(6] 2020 SiGe MUXP 4:1 - 180¢ NRZ 9.9 3x15
[4] 2021 SiGe MuUx® 2:1 110 190°¢ PAM-4¢ 1.22 0.97 x 1650
[7] 2021 SiGe DMUX 1:4 36 128 NRZ 3.6 -

a. Analog MUX with no latches for re-timing.
c. Data rate and modulation of discussed chip given in [2].

on the rising edge of clock signal the corresponding input
data signals D1 or D2. The 50 Ohm buffer at the output of
the selector is required to drive the 50 Ohm ground-signal-
ground (GSG) pad for later measurement purposes. On the
DMUX side after an input buffer, the signal is splitted and
fed into two separate identical latches, each sampled with an
high-frequency clock signal. It should be noted that one data
path is fed with an inverted clock signal. The 50 Ohm output
buffers in each path drive the 50 Ohm GSG pad. The clock is
to be provided on-chip via bond-wires and routed differentially
to the subsequent quadrupler via an active balun. The resulting
high-frequency clock is then distributed via a high-impedance
transmission lines. Each highlighted circuit block has its own
supply and distribution network, taking different sampling
phases of the clock into account. This allows the system
to be measurable as a whole and also the individual sub-
blocks. All individual blocks were designed for max speed.
This approach has the goal of achieving high data rates. With
the fully integrated approach, the system and especially the
DMUX becomes measurable. To achieve such high data rates,
all active components of each high-speed block were placed
close together to minimize transmission losses. The system is
designed in a way that the highlighted components in Figure 1
can be integrated into a communication system. The transition
between electrical and optical signals is realized by means of
a laser diode on the transmitter side and a photo diode on the
receiver side.

This approach focuses on a full MUX structure including

. e S
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b. No output buffer. The selector drives directly laser diode.
d. Given in [5], [6] in Gb/s. For NZR modulation, BAUD-Rate is equivalent to Bit-Rate.

latches for re-timing purposes and to allows randomized data.
Furthermore, the constraint of the designed system is that it
needs to be measurable, resulting in the system choice of MUX
and DMUX.

To achieve high-speed data rates with one on-chip inte-
gration, this proposed system will be fabricated in a SiGe-
BiCMOS technology with a transit frequency f; of 470 GHz
[8]. As there is no technology on the market providing NRZ-
signals with data rates beyond 200 Gb/s, the DMUX cannot be
characterized as a stand-alone chip. With integration in future
communication system, the proposed system can be extended
into a fully integratable transmitter for optical communication.
As the focus in on maximum speed, this design is not tailored
on minimum power consumption.

As mentioned earlier, a critical design point is the band-
width, resulting in a technology and circuit topology choice
made by the designer to fulfill the given specification. Further-
more, a challenging aspect to name is the maximum frequency
given by the material and length for which a bond-wire can
transmit a high frequency signal. This fact is important for
further measurements and characterization in the lab.

IV. CONCLUSION AND FURTHER WORK

This paper introduced a system-integrated MUX and
DMUX designed for high-speed communication systems, en-
abling efficient data stream serialization and splitting for opti-
mized signal transmission. Recent advancements in semicon-
ductor technologies have facilitated higher data rates through

______________________________ OMUX
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Fig. 1. System-integrated MUX and DMUX for potential optical communication system
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improved transit frequency f; parameters. The proposed sys-
tem integrates a 2:1 MUX and 1:2 DMUX on one chip.
Emphasizing maximum data rates while addressing critical
design constraints, the proposed design will utilize a SiGe-
BiCMOS technology, pushing the boundaries of high-speed
communication system integration. Future work will concen-
trate on fabricating, measuring and integrating the proposed
system into an optical communication system. This paper
significantly advances high-speed communication systems by
presenting an integrated MUX and DMUX solution tailored
for data rates exceeding 200 Gb/s. Future challenges will come
with characterization and measurement of the proposed design
as supplying ultra wideband high frequency data signals on-
chip is difficult.
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Abstract—By dramatically increased applications of Internet-
of-Things (IoT) devices with cheap well-developed narrow-band
technology such as Bluetooth Low Energy (BLE), localization
of those devices in sensor networks is significant in civilian
areas. An accurate ranging estimation between devices is required
for achieving it. Phase-based ranging as an approach has been
investigated in recent research. Two-way ranging as a common
approach in the phase-based ranging has been applied in most of
the related papers. However, due to the system imperfection of
local oscillators in the low-cost IoT devices, the phase bias from
the imperfection leads to inaccurate ranging estimation. In this
paper, a proposed four-way ranging as an improved approach,
is introduced, to alleviate the phase bias during measurement.

Index Terms—phase-based ranging, two-way ranging, four-way
ranging, IoT

I. INTRODUCTION

Nowadays, IoT devices have been widely applied in ubig-
uitous applications in civilian areas. The need for deployment
of those devices is driven by cheap narrow-band systems with
well-developed technology, such as BLE.

To achieve the location of devices, an accurate ranging
estimation between two devices is the main requirement.
The concept of radio ranging has been studied and these
are classified into three types [1], namely the power-domain
approach, the time-domain approach and the phase-domain
approach.

In the phase-domain approach, tones in a frequency band of
interest are exchanged between two devices named as initiator
and reflector, to form the spectrum in the frequency domain.
Its channel impulse response can be extracted by applying
inverse Fast Fourier Transformation (iFFT) or super-resolution
spectrum algorithms [2].

Due to the less-efficient low-cost local oscillators in the
devices, frequency bias exists with respect to the nominal
frequency. It results in an offset in the extracted phase of the
signal, which leads to an error in the ranging estimation.

II. THEORY

In this section, the basic measurement scheme of the phase-
based approach using two-way ranging [3] is first presented.
Then, the system imperfection is introduced. From this point,
an improved four-way ranging scheme is explained in the
subsequent section.
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A. Two-way ranging
The phase of a Radio-Frequency (RF) signal rotates during

its propagation. The relationship between the phase and the
distance between two devices is described as:

o(,d) = —Imrd n

in which frp is the radio frequency, d is the distance, c
indicates the speed of the RF signal.

On account of the short wavelength of the RF signal, a
minimized distance range limits the measurement capability.
Hence, to extend the unambiguous range, signal transmisson
between two nodes in multiple frequencies is applied. In this
way, the phase differences measured in consecutive frequen-
cies are calculated. The distance during signal transmission
derives from the idea of group delay, which represents the
transit time through a channel.

The tone exchange at two frequencies between the initiator
and the reflector in two-way ranging is depicted in 1. The
initiator sends RF signal to the reflector at f;. After down-
conversion of the RF signal, the phase of the baseband
complex value ®;; is extracted by the reflector. Then the
roles of both devices are swapped. The same procedure is
repeated from the reflector to the initiator and the phase ®y ; is
obtained. In this way, the tone exchange at f; is accomplished.
Afterwards, the tone exchange at frequency fo proceeds.

By applying two-way ranging, the synthesized phase from
both initiator and reflector are calculated as [4]:

mod 27,

Poyr,1 = P11+ Pra1 = —47Tf1g (2)
Poyr2 = P2+ Pro = —47Tf2§ (3)
The distance can be calculated as:
Adyy,, = —47rAf%, €))
in which
Af=fa—fi )

B. System imperfection

Both initiator and reflector contain a local oscillator as their
signal generator, frequency synthesizer, and their own internal
clock. In ideal conditions, both oscillators are synchronized at
the reference frequency f,or used to generate f; and f5 in the
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Fig. 1. Two-way ranging procedure

preceding section, and the phases of the generated signal from
both devices are coherent. However, such synchronization can-
not be accomplished in the low-cost IoT devices in practice.
This imperfection results in phase offsets in the extracted
phase during tone exchanges. Such offset has an impact on
the ranging estimation.

The imperfection can be categorised into three components:

1) Initial Phase Offset: The local oscillators in both devices
start with a random initial phase, which causes an initial phase
difference before each tone exchange between the initiator and
the reflector. It is compensated as an additional time delay in
the ranging estimation.

2) Frequency Offset: The RF signal is generated by the
oscillator and the Phase-Locked Loop (PLL) in the hardware
of both devices. Since the low-cost oscillator in devices
contains its individual frequency bias in respect of fie, the
frequency offset between both devices exists. Hence, the phase
offset varies during the tone exchange.

3) Time Offset: The local oscillator in the devices acts as
both the RF signal source and the timestamp generator in
the tone exchange. The RF frequency of both device varies
at a pre-defined timestamp between two consecutive tone
exchanges. Due to the frequency offset between devices, the
RF frequency in both devices cannot vary simultaneously and
it leads to an additional phase offset because of the asynchrony.

III. PROPOSED FOUR-WAY RANGING

The fundamental two-way ranging in the phase-based ap-
proach has been explained in the preceding section and many
papers have looked into it [4] [5]. However, with the existence
of system imperfection discussed above, their impact on the
ranging estimation is not negligible.

To alleviate the degradation of distance accuracy, a proposed
four-way ranging is provided:

1) A coarse synchronization between the initiator and the

reflector at the beginning.

2) The initiator activates its transmitter and sends a tone at

the defined frequency f;.
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3) The reflector activates its receiver during transmission
period of the initiator, and extracts the phase at the
timestamp defined as ¢ = 0.

The roles of both devices are swapped at ¢ = 1" based on
their own timestamp generators, and the initiator extracts
the phase at t = T7.

Both devices keep their role, and the phase is extracted
in the initiator at ¢ = 277.

Finally, the roles are swapped back and the reflector
extracts phase at t = 3Tx. All timestamps at the receiver
side are marked in 2.

4)

5)

6)

The initial phase offset and the time offset components in
the system imperfection can be alleviated by the well-known
two-way ranging. However, the frequency offset cannot be
mitigated by simply using this approach. The proposed four-
way ranging can be regarded as the two-way ranging and its
reciprocal, making it an solution to highlight such offset. By
combining all the phases obtained in the four-way ranging, the
accuracy in the ranging estimation can be improved.
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Abstract—This paper examines three trends in positioning, i.e.
options for determining the location of a remote station in future
communication standards, the transition from primary radar to
secondary radar, and the integration of machine learning. While
the first trend primarily concerns localization systems that are
based on underlying communication infrastructure, the second
trend relates more to proprietary approaches that are specifically
designed for positioning. Apart from this, conventional concepts
can be improved using artificial intelligence, e.g. to increase
accuracy, to integrate results from multiple individual systems
or to predict future trajectories.

Keywords—Positioning, Localization, Trends, Future, Commu-
nication, Standard, Primary radar, Secondary radar, Artificial
intelligence, Machine learning

I. INTRODUCTION

Even though many of the basic principles of positioning
have been known for a long time, there is constant research
and progress in the field. The paper examines three such
trends and describes related literature. Arising from the desire
for ever higher data rates, the first trend is the inclusion of
positioning methods in future communication standards. The
aim of the second trend, on the other hand, is to reduce energy
consumption during localisation and to guarantee privacy. Due
to the increased computing power of today’s systems, ever
more complex algorithms are feasible. In this context, machine
learning finds its way into positioning, being the third trend.

II. TRENDS

Below, these trends are described in detail.

A. Future communication standards

Traditionally, a distinction is made between systems that
are intended solely for communication and those that are
created solely for positioning. When designing such position-
ing approaches, it is possible to freely define all parameters,
including the transmission frequency, bandwidth and accuracy.
However, the costs are very high, as in addition to the software,
the corresponding circuits and associated circuit boards also
have to be designed. For this reason, mixed topologies have
emerged in which signal characteristics of systems originally
intended as communication systems are read out and used
for positioning. We described such systems in [1], [2] and
[3]. In addition, individual research works also deal with the
hybridisation of communication and positioning, e.g. [4].

For some time now, there is a visible trend towards in-
cluding corresponding positioning methods in communication
protocols. For example, the IEEE 802.15.4a standard has
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explicitly created the possibility of positioning by means of
two optional signal formats, the Chirp Spread Spectrum and
Ultra Wide Band (UWB). We described such a system in [5].
Besides, version 5.1 adds angular localization to Bluetooth.

The need for ever higher data rates for communication ne-
cessitates increasing frequencies and bandwidths, which means
that the antennas used for signal transmission are becoming
more and more directional. The rough position and direction
of the receiver must therefore be known. Thus, simultaneous
sensing and communication is used in modern standards, e.g.
5G includes measures for detecting the remote station [6].

B. Transition from primary to secondary radar

The second trend for radar systems concerns the transition
from passive to active remote stations, i.e. from primary radar
to secondary radar. On the one hand, this enables a reduction in
energy requirements, as the transmission power is proportional
to the fourth power in the first case and proportional to the
square of the distance in the second case [7]. On the other
hand, privacy is guaranteed with the latter, as the user can
switch the corresponding functions on and off as required.

One possible approach is to install such radar systems at
intersections to recognise Vulnerable Road Users (VRU). Cor-
responding information can then be forwarded to approaching
vehicles. As almost every VRU nowadays carries a mobile
device or a key batch, this device can act as a remote station.
Such investigations are to be executed within the DistriMuSe
project proposed for funding by the European Commission.

C. Artificial intelligence

Due to the increased computing power of today’s systems
and ongoing progress in research, the inclusion of artificial
intelligence for positioning is visible in various places. Such
concepts are useful where there is an underlying regularity that
cannot be easily analysed, described or implemented. Machine
learning methods work on either discrete or continuous data.
Concept learning and decision tree learning are typical repre-
sentatives of the first category. They enable to grasp simple
concepts like Boolean conjunctions. In contrast, Bayesian
approaches or neural networks belong to the second category
that allow the representation of complex multidimensional
functions. In either case, sufficient training data is required
to capture the underlying regularities [8]. In the following,
various such methods for localization are described.

The selection of a positioning system in the presence of
multiple alternative systems represents a feasible approach
for the aforementioned first two concepts. For example, it is



reasonable to set up two individual positioning systems in
neighbouring rooms with a certain overlap in signal ranges.
Depending on the signal qualities, it is now possible to learn a
metric to choose the most suitable system per location, for
example in terms of accuracy [9], [10]. In contrast to the
isolated choice of just one system, learning to weight the
individual results from all approaches is also an option.

Fingerprinting is the process of determining the position
depending on local signal characteristics in an online phase
by comparison with a database. The conventional approach to
initialising that dataset consists of a preliminary measurement
of the signals at every possible position in an offline step. Due
to that time-consuming activity, the database usually contains a
very limited number of entries. Often, signal strength is chosen
as a measure. Since even small changes in the environment,
e.g. moving a chair indoors, have an influence on the signal
characteristics, the measured values will typically not exactly
match the database. Thus, methods for selecting the best fit
are necessary. Classical methods like the K-nearest neighbours
[11] suffer from poor performance, if the record is growing.
Moreover, biased estimates are created, if there are imbalances
in the selected locations [12]. New types of research use
neural networks, both to generate additional virtual points in
the dataset from the recordings in the offline phase and to
seek for the best estimated position in the online phase [13].
Further works also assist the learning process by considering
ray tracing [14] or focuses on learning to recognise the number
of people and their gestures based on the signal properties [15].

In addition to estimating the current location, efforts are
made on predicting all future positions, i.e. the trajectory.
Typical representatives are Recurrent Neural Networks (RNN).
Non-recurrent neural networks represent an acyclic directed
graph which, similar to combinatorial circuits in digital tech-
nology, assigns an output value to the inputs at each point
in time independently of past values [10]. Thus, predictions
depending on successive values of a time sequence cannot
be made by this structure [8]. However, such applications
are realised using RNNs, in which cycles are built into the
network, e.g. by feeding back outputs to the inputs. In terms
of digital technology, RNNs correspond to sequential models
[10]. The problem is that the influence of previous input values
decreases with increasing time [16]. Long Short Term Memory
(LSTM) networks ([17]) are special RNN, where shortcuts
are introduced to maintain the impact of important long past
values. A vanilla LSTM network for estimating the future path
of pedestrians is proposed in [18]. Social interactions are also
analysed there. To further improve prediction, additional data
can be included, e.g. scene layouts as in [19].

III. CONCLUSION AND FURTHER WORK

The paper analysed three current trends in the field of
positioning. Firstly, options for determining the location of
the remote station in future communication standards were
discussed. For communication links, this enables a significant
improvement on accuracy compared to conventional methods
based on evaluating the RSS. On the other hand, steadily in-
creasing frequencies require more directional antennas, which
means that a rough knowledge of the location of the remote
station is beneficial. The second trend is the transition from
primary radar, i.e. systems in which the remote station does not
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actively participate in determining the position, to secondary
radar systems, where the co-operation of the remote station is
necessary. Finally, the paper looked at ways of incorporating
artificial intelligence to enhance position estimation accuracy.
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Abstract—A passive localization method is presented for un-
derwater swarm vehicles using the low-cost ahoi modem. To
achieve the self-localization of all passive vehicles in a swarm,
it requires one actively transmitting vehicle performing two-way
ranging (TWR) with reference buoys, while other vehicles just
overhear the transmitted acoustic packets passively. In every
polling cycle of the active vehicle, the latest range measure and
position of the active vehicle are encoded and sent out in the
polling packet. The time difference of arrival (TDOA) between
the polling packet and the ranging acknowledgment packet from
the receiving buoy is measured by the passive listening vehicle
and fed to a least squares solver to estimate the passive vehicle‘s
position. The proposed localization method is tested in a shallow
water channel in Hamburg with a BlueROV2 and several surface
buoys. The paper demonstrates that the localization result of a
passive listening buoy achieves sub-meter level accuracy.

Index Terms—underwater swarm localization, low-cost, pas-
sive acoustic localization, ahoi modem, TWR, TDOA, DESERT
simulator, BlueROV2

I. INTRODUCTION

The ability of self-localization is fundamental for au-
tonomous underwater vehicles (AUV) swarms. While single
vehicles acoustic localization is well studied, the cooperative
localization for underwater swarm vehicles is still at the
early stage [1]. Acoustic self-localization methods can be
categorized as active methods and passive ones. For active
methods, two-way travel-time (TWTT) is often used [2], [4]
where every vehicle performs active two-way ranging (TWR)
with multiple anchors, which is hardly scalable since com-
munication overhead is non-negligible for large swarm size.
On the other hand, the passive methods are more scalable for
larger swarms since the vehicles can self-localize by passively
listening. Usually one-way travel-time (OWTT) is used where
the vehicles listen to packets sent periodcally from anchors [3].
However, passive OWTT methods depend on accurate measure
of time-of-arrival (TOA), which may require expensive atomic
clocks. Other passive methods use time difference of arrival
(TDOA) which does not require the time synchronization
between the sender and receivers [5], [6]. However, they are
either only tested in small water tanks or require real-time
clocks (RTC) for anchor nodes which are prone to clock drift.

To utilize the scalable benefit of passive localization and
alleviate the synchronization restrict, we propose a passive
self-localization method for swarm vehicles which caters for
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Fig. 1. The passive localization protocol. Left side is a 2D geometry illus-
tration of the AUVs and buoys. Right side is the acoustic packet exchanged
timelines.

the needs of low-cost, no synchronization requirement, and

provide field experiment in a harbor area with real underwater

robot. The proposed acoustic self-localization method uses

portable, low-cost devices and is scalable for swarms of

passive vehicles with minimized communication overhead.
Contributions of this work include:

e an acoustic passive localization method for underwater
swarms that is scalable and without time synchronization.
design and implementation of the passive localization
protocol with DESERT Underwater [7] and a simulation
scenario with two buoys and two AUVs.

test of the passive localization method in a field exper-
iment using a BlueROV2 [8] and three floating buoys.
The localization result shows that the root-mean square
error (RMSE) of the passive listening buoy is below 1 m.

II. PASSIVE LOCALIZATION PROTOCOL

We illustrate the passive localization protocol with two
fixed buoys O1, O2 and a minimal swarm of an active AUV
(AAUV) A and a passive AUV (PAUV) P deployed in a
rectangular shape. A full cycle of the passive localization
protocol is shown in Fig. 1, where A periodically sends an
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acoustic polling (POLL) packet to two buoys alternately. First
POLL is sent to buoy O;. After a short back-off time the
buoy responds with an acknowledgment (ACK) packet to A.
Then A repeats the same process with buoy Q2. P "overhears”
the POLL and ACK during the whole transmission. Upon
reception of the ACK packets, A gets the distance measure
to the target buoy from the time-of-flight (TOF) encoded in
the ACK packet and the speed of sound in water.

The following equations of the geometric constraints can be
derived:

Oo,P —
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where distances are represented by overlined variables, Tpon
is the duration of POLL packet, ¢ = 1500 m/s is sound speed
in water. The above equations are used for the self-localization
of the passive overhearing AUV P. Due to scalability of the
protocol, it applies to swarms with more PAUVs.
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III. SIMULATION WITH DESERT UNDERWATER
A. Passive TWR Protocol

We implement the passive TWR protocol as a MAC layer
protocol called UWTWR using the DESERT simulator [7].
The general behavior of the protocol is depicted as the state
machines in Fig. 2 whereas the AAUV transmits POLL packet
to two buoys (as "NODE”) periodically. The AAUV transmits
every 2s a POLL packet of 14 bytes, first to the first buoy,
then to the second buoy. Every sent POLL will be responded
by the target buoy with a 10 bytes ACK packet. In this work
we assume that AAUV position is available and focus on
localizing the passive vehicle thus the real position of AAUV
and the latest range measure to the last polled buoy is enclosed
in the POLL packet. PAUV also receives the POLL and ACK
packets of every polling cycle and upon reception of ACK,
PAUV is able to measure the TDOA of POLL and ACK
reception.

B. Simulation and Result

In simulation, two static buoys are set at fixed positions
known to all agents. The PAUV is static and the AAUV is
moving at 0.5m/s along a square-shaped trajectory around
the PAUYV, as depicted in Fig. 3. In the simulation, buoys and
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Fig. 3. A simulation scenario where the AAUV is moving around PAUV in
a 60m X 60 m square-shaped area. Color bar represents the traveled distance
by the AAUV.
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Fig. 4. PAUV 2D position error in simulation.

AAUYV are all at depth of 100 m and PAUV at depth of 50 m.
The data rate is 200 bit/s.

With the UWTWR protocol, the PAUV records log files
where the latest AAUV position, the distance measure from
AAUYV to the buoys and the TDOA measure can be extracted.
The extracted data are fed into a least squares optimizer GT-
SAM [9] which allows the PAUV to estimate its position every
25, upon the reception of a POLL packet. The localization
error, e.g. the euclidean distance from the estimated PAUV
2D position to its true position is shown in Fig. 4.

IV. REAL EXPERIMENT

A field experiment was carried out on December 20th, 2023
in a shallow water canal in Hamburg, Germany. Three floating
buoys were deployed, two of which served as anchors with
known GNSS positions, and one as a static listening PAUV.
A BlueROV2 is deployed as the AAUV that moves along a
rectangle-like shape beneath the water surface. All buoys and
the ROV have RTK-GNSS antennas mounted on top of a mask
which stays above the water during the whole experiment and
provide the ground truth positions of centi-meter accuracy at
1Hz for later evaluation. A low-cost acoustic modem, ahoi
modem [10] is mounted on all buoys about 1.5 m below the
water surface. The one on the BlueROV2 is about 10cm



| x Buoy
101 [ on 3 @ PAUV GNSS position
\WJ ROV trajectory
o c
° *®

g —-10 1
>

—201

-30

—40 ®

-60 -50 -40 -30 -20 -10 0 10
x (m)

Fig. 5. The real experiment scenario with two fixed floating buoys (red cross),
a passive listening buoy (green dot) and a BlueROV2 that moves at around
0.5m/s along a rectangle-like trajectory.

@ PAUV GNSS position
_15_
°®
—2.01 .
oo en® R
—_ q
5—2.5- .-Q.i.= e
.
—3.01 L] .’
[
_35.

—35.0 —34.5 —34.0 —33.5 —33.0 —32.5 —32.0 —31.5 —31.0
x (m)

Fig. 6. Passive buoy 2D position estimates (represented by colored dot
distribution).

underwater. The GNSS positions of all buoys and the trajectory
of BlueROV2 is shown in Fig. 5

A. Modem Communication Protocol

The experiment adopts the same communication protocol
as in the simulation which is implemented using the python
library and the firmware of the ahoi modem. The modem on
BlueROV2 sends a 14 bytes POLL packet every 2s to the
buoys alternately. The buoy which receives the designated
POLL responds with a 10 bytes ranging ACK packet after a
short processing time of around 12.26 ms. The passive listen-
ing buoy that receives all POLL and ACK packets measures
the TDOA of the adjacent POLL and ACK packets from the
BlueROV2 and the polled buoy.

B. Experimental Result

As shown in Fig. 6, the colored dots distribution represents
the position updates of the passive buoy. The duration of the
experiment scenario is 7.6 min. The ACK packet loss is 11 %
and 14 % from the two buoys, respectively. At the passive buoy
side, packet loss results in 10 % loss of TDOA measurement.

The overall RMSE of the passive buoy position is 0.95m. A
position offset from the passive buoy position estimates to its
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GNSS position can be observed, though the reason cannot be
directly inferred due to many measured data with uncertainties,
e.g. the range measurement uncertainty that is affected by
TOF accuracy, sound speed accuracy and the bias due to the
movement of the BlueROV2 which is not compensated by the
localization algorithm. Moreover, the TDOA measurement is
acquired by using the sampling counts of the start of received
POLL and ACK packet provided by the modem firmware,
whose accuracy is not determined yet in this work. Other
factors include the uncertainty of the buoy and BlueROV2
GNSS positions which comes from the possible misaligned
position between the GNSS antenna and the ahoi modem due
the tilting of the mounting structure.

V. CONCLUSION AND OUTLOOK

In this work a passive localization method is proposed and
tested for underwater swarm vehicles using the low-cost ahoi
modem. The localization accuracy of both the simulation and
the real-world experiment can be potentially improved by
applying the extended Kalman filter (EKF) which compensates
for the ranging error introduced by the AAUV movement. For
the real-world experiment result, the higher overall position
error compared to the simulation as well as the estimation
offset is reasonable due to more measurement uncertainties
involved, which requires future investigation for each error
source mentioned above. Succeeding work will aim at error
source analysis and filtering method for improving the local-
ization accuracy, as well as integration with Robot Operating
System (ROS) as a real-time passive self-localization system.
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Abstract—The combination of camera and LiDAR technologies
is crucial in autonomous systems. This paper presents an approach
on the fusion of these two sensor modalities, with the aim of
improving the accuracy and dependability of obstacle detection
and localization. With advanced camera-LiDAR calibration
method in the ROS 2 Humble framework, we implemented sensor
fusion between high-resolution images of a camera and accurate
depth measurements of LiDAR.

Index Terms—Object detection, obstacle localization

I. INTRODUCTION

Autonomous systems represent a significant milestone in
development of transportation, both on land and across inland
waterways. These systems introduce a new era where machines
can perceive and interact with their environment independently.
Precise object detection or obstacle localization is essential
for ensuring safe and efficient operation of these systems. The
limitations of traditional single-modality sensors in complex
and dynamic environments are well-known, e.g. low light
performance of cameras. However, there are more sophisticated
solutions available. The fusion of camera and LiDAR sensors
is a particularly promising approach. By combining high-
resolution visual data from cameras with precise depth in-
formation from LiDAR, a comprehensive spatial understanding
of the surroundings can be achieved. The presented approach in
this paper uses camera and LiDAR fusion in combination with
Al detection for object localization in real-world applications.

This paper begins by exploring the current methods of sensor
fusion in ROS 2 Humble. We then discuss the methodologies
employed in the calibration and alignment of camera and
LiDAR data and its integration within ROS 2.

II. RELATED WORK

Various fusion techniques have been proposed to enhance
object detection accuracy and distance measurement precision,
showcasing the potential of integrating camera and LiDAR
data for improved 3D object detection systems. Kumar et
al. highlighted the benefits of combining camera and LiDAR
outputs for object detection and distance estimation in self-
driving vehicles [1]. Caltagirone et al. demonstrate the potential
of LiDAR-camera fusion to significantly improve semantic
segmentation through the use of both supervised and semi-
supervised learning in their study [2]. Liu et al. addressed the
challenge of real-time object detection for autonomous driving
by proposing a LiDAR-camera-based fusion algorithm [3].
Long et al. presented a multi-sensor data fusion system based
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on polarization color stereo cameras and LiDAR resulting in a
robust perception system [4]. Further research include a novel
multi-modal Multi-Object Tracking (MOT) algorithm for self-
driving cars that combined camera and LiDAR data [5] as well
as raw data LiDAR and camera fusion in real-time for obstacle
detection [6].

These studies underscore the importance of camera-LiDAR
fusion in advancing perception capabilities for autonomous
systems. For the fusion of raw data several methods are
available. A collection of papers and toolboxes can be found
at Awesome-LiDAR-Camera-Calibration [7] which is part of
the awesome curation [8]. These are mainly dividable into
target-based and targetless methods. The calibration targets for
target-based methods range from checkerboard, chessboard,
cardboard, aruco or a combination of the mentioned targets.
The targetless methods are based on motion or scene using
traditional algorithms or deep learning to calibrate the sensors.
The tools on the list vary from applications in Matlab, ROS
or pytorch to stand-alone applications based on Linux.

In line with the goals of using ROS 2 integrating camera
and LiDAR sensor and performing data processing, only a
few tools from the list meet the requirements. Considering
this lidar2camera [9] from SensorsCalibration toolbox by Open
calib [10] and the targetless direct_visual_lidar_calibration [11]
are the most promising for this project.

III. IDEA

The fusion of camera and LiDAR sensors holds immense
promise for advancing perception systems in various domains.
By calibrating these complementary sensors, we achieve
precise alignment, allowing us to seamlessly integrate their
data streams. The LiDAR sensor provides a dense point
cloud representation of the environment, capturing accurate
depth information. Simultaneously, the camera captures high-
resolution visual imagery, offering rich contextual details.
By associating image pixel with the corresponding LiDAR
measurements, we can accurately estimate the distance to the
object. This fusion approach enhances the robustness of our
perception system, enabling solution for real-world applications
such as autonomous navigation and collision avoidance.

IV. IMPLEMENTATION

The following section covers the integration of hardware
and software systems providing an in-depth examination of
the technological underpinnings that constitute the core of



our approach. The implementation is carried out on a Nvidia
Jetson Orin AGX developement kit running Ubuntu 20.04
where camera and LiDAR serve as the primary data acquisition
sources connected via Ethernet.

A. Sensors

Camera-LiDAR fusion involves the alignment of two dis-
parate sensor modalities to create a cohesive data representation
of the environment. Two primary sensors are utilized: camera
and LiDAR. The Camera Hik Vision DS-2CD2T47G2-LSU/SL
capturing high-resolution visual data that provides rich texture
and color information about the environment crucial for
identifying and classifying objects based on their appearance.
The captured image from the measuring run is shown in
Figure 1. LiDAR sensor RoboSense RS-LIDAR-M1 offers
a different set of capabilities. By emitting pulses of laser light
with 905nm and measuring the time it takes for the reflection to
return, the distance to objects is calculated with high precision.
This depth information is essential for determining the exact
distance and relative position of obstacles. An example point
cloud representation of the environment shown in Figure 1 is
displayed in Figure 2.

03-02-1970 01:29:13

Fig. 1: Camera Image

Fig. 2: Point Cloud

With regard to the field of view (FoV), the measurement
is confined to the area where both FoVs overlap. Conversely,
the detection is solely within the camera’s FoV. With 120° the
LiDAR has a slightly wider horizontal FoV compared to
the camera’s 111.9°. Howeyver, its vertical FoV with 25° is
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significantly narrower (60.5° for camera), focusing the distance
measurement on a smaller vertical slice of the environment.

B. ROS 2

Our implementation is based on the highly versatile Robot
Operation System 2 (ROS 2) Humble, which is specifically
designed to support the creation of autonomous systems and
robots. Its middleware, the Data Distribution Service (DDS)
excels in meeting the demands for dependable and effective
data exchange, managing data transfer, synchronization, and
message routing among software components. DDS introduces
priorities for critical messages, ensuring communication with
low latency and meeting Quality of Service (QoS) requirements
tailored to specific application needs. ROS 2 Humble is a crucial
component that provides the required flexibility and scalability
for effortless sensor integration, distributed processing, and
efficient communication. The modular development paradigm
advocated by ROS 2 facilitates integration, reusability and
maintainability, enabling the autonomous creation of software
components for sensors, control systems and communication
modules.

In order to facilitate the implementation of sensor compo-
nents and calibration tools in ROS 2 nodes, a system was
devised which employed publisher nodes for camera ' and
LiDAR ? data, and subscriber nodes for intrinsic camera
calibration and rectification 3. The extrinsic camera-LiDAR
calibration * is also based on ROS 2 leveraging recorded bag
files storing camera and LiDAR data. The usage of ROS 2
bags for calibration reduces the amount of steps needed for an
accurate calibration. Additionally the calibration is performed
on the device itself with no need for installing additional
programs.

C. Camera LiDAR Calibration

To establish the internal parameters of the camera and
LiDAR sensors, the process of calibration begins with intrinsic
calibration. In order to perform intrinsic camera calibration,
the camera_calibrator node from the image_pipeline package
in ROS 2 is used. The node subscribes to raw image topics and
presents a calibration window. The calibration is performed
with the help of a checkerboard. The calibration parameters
are computed as OpenCV calibration functions . The image
processing is performed by the image_pipeline component
image_proc, which transforms an original distorted camera
image into a rectified, de-Bayered, and undistorted image. As
illustrated in Figure 3, the rectified camera image shows a
significant reduction in distortion compared to the original raw
sensor output (Figute 1), with the rooftop line now appearing
straight and level, indicating the successful correction of the
previous optical distortions.

Thttps://github.com/surfertas/ros2_ipcamera
Zhttps://github.com/RoboSenseLiDAR/rslidar_sdk
3https://github.com/rosperception/image_pipeline
4https://github.com/koidej/direct_visual_lidar_calibration
Shttps://docs.opencv.org/4.5.4/d9/d0c/group__calib3d.html



Fig. 3: Rectified Image

The sensors undergo extrinsic calibration to deter-
mine their relative rotation and translation. The di-
rect_visual_lidar_calibration method simplifies this process
by providing a general LiDAR-camera calibration toolbox. The
transformation estimation between the LiDAR and camera is
achieved through RANSAC with manually selected key points
based on the previously recorded bag files. It is worth noting
that this calibration is targetless. By inverting the transformation
matrix the LiDAR point cloud is projected from 3D space into
the 2D image plane. Once calibrated, the fused camera-LiDAR
data can be used for specific point depth measurement.

V. EVALUATION

Despite the presence of one missing segment in the LiDAR
scanner, our evaluation of the camera-LIDAR fusion system
on the Trave River in Liibeck yielded promising results. The
prototype sensor box, comprising camera and a LiDAR scanner,
was successfully deployed on an electric boat to conduct a
measuring run along the riverbank. Despite the partial loss
of LiDAR data, the system demonstrated robust performance
in resolution enabling identifying relevant obstacles such as
bridges and the harbor wall. The fusion between camera and
LiDAR is illustrated in Figure 4 showing the projected point
cloud on the rectified camera image. Furthermore, the fusion of
camera and LiDAR data enabled accurate estimation of distance,
allowing for effective navigation based on visual sensors. These
results demonstrate the potential of our prototype system to
provide reliable and accurate environmental perception in
various aquatic environments.

VI. CONCLUSION AND FUTURE WORK

In conclusion, our evaluation of the camera-LIDAR fusion
system on the Trave River in Liibeck has demonstrated
its potential to provide accurate and robust environmental
perception in various aquatic environments. Despite being a
basic visual-based evaluation, the fusion marks a significant
achievement in remote sensing and autonomous navigation in
the context of our project. To further evaluate the precision
of the overlap between camera and LiDAR data, specific
targets and a reference measurement system will be necessary.
Future studies should focus on refining this technology to
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Fig. 4: Camera Lidar Fusion

integrate it into diverse applications, setting a new standard
for sensor-based environmental perception. The success of this
project serves as a testament to the transformative potential
of integrating multiple sensor modalities, paving the way for
future innovations in the realm of intelligent systems.
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Abstract—This paper explores the feasibility of enhancing
collaborative robots (Cobots) to perceive their environment au-
tonomously. By integrating a single camera and artificial intelli-
gence (AI) image detection, the Cobot can accurately detect and
locate objects in three-dimensional space. The study investigates
the use of Microsoft’s Kinect for cost-effective depth perception
and the implementation of YOLOv4 object detection to recognize
specific objects. Experimental results demonstrate the reliability
of the proposed approach in detecting and localizing objects, such
as pencils, within the Cobot’s workspace.

Challenges, including automatic coordinate output and coordi-
nate system translation, are discussed, along with potential future
directions for research, such as multi-camera integration and
further development of the image AI for diverse object detection
tasks. The significance of this research lies in its contribution
to the advancement of collaborative robotics, offering practical
solutions for improving efficiency and safety in industrial and
service applications. Practical implications include the poten-
tial automation of assembly processes and enhanced quality
control measures, underscoring the transformative potential of
autonomous perception in collaborative robot systems

Index Terms—Collaborative Robotics, Depth Perception, object
detection, Microsoft Kinect, YOLOv4, Object Localization

I. INTRODUCTION

In today’s rapidly evolving industrial landscape, collabora-
tive robots (Cobots) have emerged as transformative tools, of-
fering unparalleled versatility and efficiency in various manu-
facturing and service sectors. Unlike traditional robots, Cobots
are designed to work alongside human counterparts, augment-
ing human capabilities, and facilitating collaboration. Their
increasing prominence underscores a paradigm shift towards
human-robot interaction, promising enhanced productivity and
safety in diverse work environments [1].

Amidst the growing adoption of Cobots, configuring these
systems presents a multifaceted challenge for researchers and
practitioners alike. The selection of optimal configurations
hinges on a myriad of factors, ranging from budgetary con-
straints to task-specific requirements. At the heart of this
configurational dilemma lies the integration of sensors and Al,
which holds the key to unlocking the full potential of Cobots
in perceiving and interacting with their surroundings [2].

II. METHODOLOGY

The challenge of reliably perceiving a three-dimensional
space using a single camera to accurately determine the
position of an object presents a obstacle. To address this

challenge, we adopted Microsoft’s Kinect as our approach—an
innovative sensor platform renowned for its unique techni-
cal specifications. The Kinect’s standout feature lies in its
affordability, coupled with its built-in infrared and depth
camera capabilities [3]. Leveraging the depth camera option,
it becomes feasible to detect the position of an object within
a three-dimensional space using a single camera setup. This
functionality is achieved through the measurement of light
signals’ runtime. The camera emits light pulses and measures
the time it takes for the light to reflect and return to the sensor
[4].

The next challenge entails developing a methodology to
recognize and detect only the desired object. In the context
of our research, the current target object—such as a pencil
intended for pickup by the Cobot—poses a critical obstacle.
To overcome this challenge, we utilized a prevalent object
detection, You Only Look Once version 4 (YOLOvV4), as our
foundational tool and augmented it with additional data. object
detection, in general, must be trained on specific objects of
interest. It functions similarly to a human brain, discerning
which features are crucial for object identification using a
neural network [5]. YOLOv4 boasts high-speed and precise
object recognition capabilities. One of YOLO’s key advantages
is its ability to process up to 155 images per second, depending
on the desired level of accuracy. YOLO operates by initially
dividing the image into a grid. Each grid cell is examined to
determine if an object is present within it. As seen in Figure 1,
bounding boxes are drawn around detected objects, and these
are then reduced to a single box per object, retaining only
those that the model believes best delineate the object [6].

"
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Fig. 1. object detection

The images used for training and validation were captured
using the Kinect in typical operational scenarios. The image



detection process generates a bounding box, such as around a
pencil in this case, to locate the object accurately. The camera
can determine the precise three-dimensional position of this
bounding box.

III. EXPERIMENTS AND RESULTS

Figure 2 outlines the functional concept of our current
setup. It involves the Cobot being connected to a computer via
IPv4 with a static IP address, ensuring stable communication
between the devices. The connection between the computer
and the Kinect is established via USB. A driver installation
is required to facilitate this connection. Similarly, the com-
munication between the computer and the Kinect follows the
USB protocol, requiring driver installation for compatibility.
Interface integration enables the user interface of the Cobot to
support easy camera integration. Subsequently, the computer
is connected to the Kinect via USB, which is directed towards
the Cobot’s workspace. The camera is then initiated using a
program that can start the camera as a virtual device, allowing
its usage within a Python environment. In our setup, we
utilize the OBS broadcaster software [7] for this purpose,
as it provides a suitable interface for configuring a camera.
An additional advantage is the availability of plugins that
simplifies the integration process.

Al image detection

Movement commands

Axis positions

Fig. 2. Functional concept of the setup

For the output of coordinates, a script has been developed
to access live detection and, upon clicking, retrieve the coordi-
nates of the click from the camera’s perspective. This enables
the precise reproduction of the bounding box’s exact position.
Various camera angles covering the entire workspace were
tested to assess the image detection system’s performance. The
testing encompassed different lighting conditions, including
normal room lighting, sunlight, artificial lighting, and dark-
ness. Results showed that uniform illumination across the
workspace yielded optimal performance. The image detection
system was tested under various camera angles and lighting
conditions. The results indicate that detection works in the
majority of cases.

Following the functional concept, we provide a visual
representation of our actual setup, as depicted in Figure 3.
The laptop is located under the platform on which the Cobot
is installed.
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Fig. 3. Experimental setup

Currently, the infrared camera is utilized for detection
purposes. This decision is based on the fact that the infrared
and depth cameras share the same position, whereas the
regular camera is slightly offset, resulting in the coordinates
from the depth camera being slightly offset from those of
the standard camera. However, it is noted that this choice
may affect color accuracy. This aspect is slated for future
improvement, as mentioned in the “Future Work™ section.
Further investigation into the potential identification of objects
other than the target pencil by the infrared camera is deferred
to subsequent sections for comprehensive discussion.

IV. CONCLUSION AND FUTURE WORK

While our initial results are promising, several challenges
remain for the continued advancement of this project. Cur-
rently, the output of coordinates relies on manual interaction
with the bounding box, necessitating further efforts towards
automating this process. Future work includes the development
of a script to automate the central positioning of the bounding
box, eliminating the need for manual interaction. Various
methods for achieving this automation will be evaluated to de-
termine the most effective approach. As previously mentioned,
it is crucial to capture images using a standard camera instead
of the depth camera. This approach increases the robustness
of the Al system and reduces its susceptibility to variations in
lighting conditions. This requires a translation of coordinates
between the depth camera and the standard camera.

Additionally, determining the optimal grasping location for
the Cobot and addressing the translation between the camera’s
coordinate system and the Cobot’s coordinate system are es-
sential for enabling reliable robotic movements. The challenge
lies in determining the optimal grasping point for the Cobot,
as it varies between devices. If automated bounding box posi-
tioning does not yield satisfactory results, alternative methods,
such as training the image Al specifically for grasping points,
will be explored.

Furthermore, future research avenues include expanding the
capabilities of our image Al to detect multiple objects and
integrating it with other Al systems capable of autonomously
learning assembly instructions. Once the issues with image
detection are resolved, the possibilities are limitless. For
instance, Al could be trained on various assembly instructions
with different tools. The image AI would identify the tools,



while another AI could evaluate the type of assembly and
execute the instructions accordingly.

The implementation of these proposed improvements and
advancements will enhance the capabilities of the system,
paving the way for broader applications in robotics and
artificial intelligence.
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Abstract— In this paper, a work-in-progress hardware
concept for a millimeter-wave (mmWave) frequency-modulated
continuous-wave (FMCW) radar system is presented. Separate,
individual application specific integrated circuits (ASICs) and
a substrate-integrated waveguide (SIW) antenna design allow
flexible configuration of the system, especially with regard to
the number of transmit/receive paths. A major challenge in this
mmWave frequency range is signal distribution, not only within
an ASIC or printed circuit board (PCB), but especially between
ASIC and PCB or SIW antenna. Hence, necessary interconnects
are considered in details and multiple concepts are presented.

Index Terms—bondwire interconnections, mm-wave, radar

I. INTRODUCTION

Contributing towards the goal of reaching zero road
deaths by 2050 in the EU, the project NextPerception
investigates on systems for detection of vulnerable road users
(VRUs), particularly pedestrians. Millimeter-wave (mmWave)
frequency-modulated continuous-wave (FMCW) radar has
emerged as an attractive solution to detect VRUs at
intersections [1]. For this, adaptable and compact radar
hardware is desired. Systems at lower frequencies can be
arranged flexibly due to cable based interconnects but tend
to be bulky, e.g. [2]. On the other hand, highly integrated
systems in the sub-THz range have very limited range [3]. The
V- and W-band can represent an attractive compromise [4], but
requires careful design of radio frequency (RF) interconnects.

This paper proposes a work-in-progress system architecture
for a 77 GHz to 81 GHz pedestrian detection FMCW radar,
describes the considerations on and implementation of the RF
interconnects and provides work-in-progress results.

II. SYSTEM STRUCTURE

An overview of the proposed hardware system divided into
two parts is given in Fig. 1. The first part is dedicated to
generating the necessary frequency sweep at an intermediate
frequency (IF) as well as the baseband processing of the
received signal. The second part is dedicated to the mmWave
front end with application specific integrated circuits (ASICs)
for transmission (TX) and reception (RX) and a custom
substrate-integrated waveguide (SIW) antenna design. By
placing multiple TX/RX pairs with highly-directive high-gain
antennas facing in different non-overlapping directions, a
larger combined range (distance or angle) can be covered
and coarse angle estimation of targets is possible. The front
end may therefore be implemented on a flexible printed
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circuit board (PCB) or composed of multiple TRX PCBs,
each containing one TX/RX pair with antennas. An arbitrary
number of pairs can be supplied with one generator in a
daisy-chain topology. The system is complemented by a digital
control board featuring microcontroller, field-programmable
gate array (FPGA) and analog-to-digital converters (ADCs).

The FMCW signal for TX and RX is generated at
the IF fir = 25.66 GHz to 27 GHz because PCB-based
grounded coplanar waveguides (G-CPWs) as well as cables
and connectors required for signal distribution have lower
attenuation at this frequency than at the radio frequency
fre = 77 GHz to 81 GHz. For this, a commercial off-the-shelf
(COTS) ADF4169 frequency synthesizer from Analog Devices
is combined with a specifically designed voltage-controlled
oscillator (VCO) ASIC presented in [5]. The VCO outputs
both the IF signal and a divide-by-two signal for the ADF4169,
which has a maximum input frequency of only 13.5 GHz. An
active loop filter is necessary to reach the required voltage
tuning range Vipe = 1.7V to 4V of the VCO. Based on
simulation, the active filter increases noise by only 5 dBc/Hz
above 100kHz offset compared to a passive filter.

The mmWave front end is realized as two separate ASICs.
The transmitter features a frequency tripler that converts the
FMCW signal from fip to fgrp. The resulting differential
RF-signal is subsequently split to two single-ended paths.
One is amplified to 13 dBm by a power amplifier (PA) based
on a modified design of [6] for transmission. The second is
buffered and fed to the receiver as local oscillator (LO)-signal
for down-mixing the received signal reflected by the target to
determine the frequency offset which is proportional to the
distance. Furthermore, the ASIC provides a buffered output
of the IF signal for subsequent TX/RX pair in a daisy-chain
topology. Reception is realized by a zero-IF receiver in a
mixer first architecture based on a Gilbert cell. The baseband
signal is processed on PCB with COTS components. The SIW
slot antenna shown in Fig. 2a is realized on 787 um Rogers
Duroid 5880 substrate. It is optimized for a high gain around
13dBi and a narrow half-power beamwidth (HPBW) of 44°
in azimuth and 28° in elevation.

III. RF SIGNAL DISTRIBUTION AND INTERCONNECTS

To realize the proposed system, three crucial signal
interconnects at mmWave have to be implemented: Connecting
the IF signal from PCB to the TRX ASIC at around 26 GHz
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Fig. 2. (a) SIW antenna with simple WR10 interface for characterization, (b)
initial TRX board for individual characterization with TX ASIC assembled
and (c) dummy antenna for assembly proof of concept.

(Interconnect I), transferring the signal between TX/RX ASIC
and the SIW of the respective antenna at around 78 GHz
(Interconnect II) and feeding the LO-signal from TX ASIC
to RX ASIC at the same frequency (Interconnect III). The
respective implementations indirectly affect each other due
to the mechanical constraints and physical dimensions. All
interconnects require a transition from ASIC to a PCB or
another ASIC. Here, a bondwire solution is favorable due to
flexibility and low cost. Unfortunately, bondwires significantly
affect the signal at mmWave. Minimizing their length for
example by placing the ASICs in cavities on the PCB is
beneficial. Moreover, it is possible to partly compensate their
influence by carefully designing a planar matching structure
on the PCB [7]. For Interconnect II, an additional transition to
the SIW antenna is necessary. State-of-the-art G-CPW-to-SIW
transitions achieve an insertion loss between 0.5dB and 1dB
below 30 GHz [8], [9]. Furthermore, it is necessary to either
implement a connection between TRX PCB and an antenna
PCB or to integrate both into one PCB.

Four approaches to integrate the components and implement
these interconnects are evaluated:

1) Integrate the antennas into TRX PCB and place ASICs
into cavities. Use direct bondwire onto combined PCB or
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TABLE I
COMPARISON OF INTEGRATION APPROACHES

Approach 1 2 3 4
Bondwire count! 1 2 1 1
Bondwire length! short  medium long short
Bondwire compensation  no partly? no partly?
Assembly easy medium medium  difficult

I Maximum across interconnects
2 Only for LO-signal between TX and RX
antenna

3 Only for TX/RX to

between ASICs for Interconnect II and III, respectively.
Attach separate antenna PCBs to TRX PCB and
place ASICs into cavities. Realize indirect bondwire
connection via compensation structure on TRX PCB for
Interconnects II and III.

Attach separate antenna PCBs to TRX PCB. Use direct
bondwire onto antenna PCB or between ASICs for
Interconnects II and III, respectively.

Attach separate antenna PCBs to TRX PCB with direct
copper contact (see below) for Interconnect II combined
with bondwire compensation on TRX PCB. Use direct
bondwire between ASICs for Interconnect III.

2)

3)

4)

Interconnect 1 is always realized by bondwire to a
G-CPW without compensation due to the lower frequency.
Interconnect II is always concluded by a G-CPW-to-SIW
transition to feed the antenna. A comparison between these
approaches regarding Interconnects II and III is given
in Table I. Approach 1 is the easiest to assemble and
requires only short bondwires. However, on the stackup
predefined by the designed SIW antenna, it is difficult to
realize compact highly-capacitive structures, which prohibits
implementing bondwire compensation like proposed in [7].
The uncompensated bondwires result in 4 dB to 5 dB insertion
loss at both interconnects according to simulations. In
approach 2, the thickness of the antenna PCB results in a
long bondwire that is difficult to compensate. In approach 3,



(©)

Fig. 3. Two back-to-back transition from G-CPW on TRX PCB to G-CPW
on dummy antenna PCB to SIW: (a) Combined, (b) TRX PCB, dummy SIW
antenna PCB (flipped view).

(b)

Fig. 4. PCB to PCB interconnect evaluation for antenna assembly: (a) Top
view with vias for alignment and (b) side view of gap between PCBs.

the bondwire leading to the antenna is even longer because the
antenna PCB must be located 1 mm away from the ASIC to
be able to bond the remaining pads. Approach 4 is considered
in detail below.

The main challenge here is Interconnect II, which includes
the bondwire from ASIC to TRX, the direct copper contact
between G-CPW on TRX PCB and G-CPW on antenna
PCB and the subsequent transition into the SIW. The best
design achieved so far is centered around a triangular
tapered G-CPW-to-SIW transition [9]. For evaluation, it
is electromagnetic (EM)-simulated as two back-to-back
transitions excluding the bondwire as shown in Fig. 3 and
this results in an insertion loss of 3dB attributed to a
single transition over the relevant frequency range. More
sophisticated structures like the V-slot structure in [9] or
the transition presented in [8] are not feasible due to the
small wavelength and the PCB minimum spacing/width design
rules. To evaluate the feasibility of this concept and to
individually characterize the ASICs on a wafer prober with
and without Interconnect III, an initial TRX PCB shown in
Fig. 2b is designed. Additionally, an antenna dummy shown
in Fig. 2¢ is manufactured for initial mechanical and DC tests
of Interconnect II. The dummy antenna can be aligned to the
TRX PCB by via holes in both PCBs as shown in Fig. 4a
and an electrical connection is established by placing solder
paste on the exposed G-CPW and subsequent reflow soldering.
However, in this first revision it is not possible to achieve a
reliable electrical connection due to a larger than expected gap
between PCBs as shown in Fig. 4b. The individual boards
are not perfectly flat and the small width and spacing of the
G-CPW structure of just 300 um and 100 pm, respectively, do
not allow filling the vertical gap with solder without creating
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horizontal short circuits. In the next revision, a sequential
contact of ground and signal traces will be evaluated to reduce
the risk of short circuits. Furthermore, a multi-layer PCB with
a heterogeneous layer stack with the antenna may be evaluated,
although the necessary vias may be detrimental at mmWave.
Regarding Interconnect III, a half-wavelength bondwire [10]
may be better than the proposed short connection.

IV. CONCLUSION AND OUTLOOK

In this paper, a flexible system architecture is presented.
Individual components may be exchanged or adjusted to suit
the application and an arbitrary number of TX/RX pairs can
be used. Various approaches to electrically connect the RF
components at mmWave have been evaluated, but low-loss
interconnects remain challenging. Further measurements and
evaluations are necessary to evaluate the full concept.
Additionally, another silicon revision may be used to combine
TX and RX into a single ASIC to eliminate Interconnect III.
To further improve the system, the transmitter PA stage may be
replaced by a PA that can be quickly enabled or disabled, e.g.
[11]. Thereby, a time-division multiplex (TDM) multiple-input
multiple-output (MIMO) radar scheme is possible.
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Abstract—Software for desktops and workstations, i.e. units
having sufficient processing resources, is increasingly designed
to be variable and extensible, so that changing behaviour is
supported and extensions can be included without any modifi-
cations to already existing application code. This is contrasted
for embedded systems, where memory and computing power
are often limited. For such entities, software is highly tailored
and modifications often require complete redesign. In the area
of positioning and sensors, the paper describes three options for
embedded systems that allow software to be reused on the one
hand and design and testing time being reduced on the other.

Keywords—Positioning, Localization, Object Oriented Program-
ming, Embedded Systems, Reusable Software, Platform Abstraction
Layer, Register Files, Cross-Compiling

I. INTRODUCTION

Nowadays, large software projects are primarily subject to
Object-Oriented Paradigms (OOP) with the aim of supporting
variable behaviour and enabling extensibility for future appli-
cations, since these two objectives in particular are difficult to
realise using alternative programming techniques. One of the
strengths of the OOP is polymorphism, i.e. the ability to treat
objects of different (inherited) classes in the same way. On
this basis, standard solutions for frequently occurring problems
have emerged. These solutions, which are referred to as design
patterns, are easy and smart approaches, which are usually
not found from the beginning, but which are characterized
by providing additional flexibility [1]. In particular, many
patterns deal with variability and extensibility. In this regard,
we presented a high-level software framework for positioning
in [2], which, in addition to these two objectives, also enables
arbitrary nesting, uniform interfaces, push/pull behavior and
platform independence. Such frameworks are assumed to be
run on processing units having sufficient hardware resources.

In contrast, many positioning software is designed for low-
level embedded systems employing proprietary hardware. Due
to the fact, that computing power and available memory of such
entities is limited, implementations are usually subject to pro-
cedural programming with hard-coded parameter sets. Thus,
the corresponding software libraries are based on customised
approaches and are difficult to reuse. We proposed multiple
such highly tailored units in [3], [4], [5], [6]. Small changes,
e.g. the replacement of some circuit of the sensor, often require
the software to be completely redesigned. However, as the
performance of the Micro-Controller Units (MCU) for such
low-level embedded systems continues to rise, the transition
away from the procedural approach is becoming feasible.
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Within this paper, we present three innovative methods to
enable reuse of low-level positioning software for embedded
systems and simplification of its design. These are the creation
of virtual register files employing register indexing, the intro-
duction of a Platform Abstraction Layer (PAL), and the set-up
of mockup hardware for cross-compiling. While the first two
employ OOP to addressing different entities in the same way,
the latter allows to reduce time for software engineering and
test, as it enables designing on high-performance platforms and
eliminating the constantly recurring, time-consuming process
of firmware loading onto the embedded system.

II. RELATED WORKS

Many works deal with design patterns or complete software
framework being variable and extensible for high-level ap-
plications where sufficient processing resources are available.
For positioning, however, embedded sensor units often only
have little memory and computing power. For these entities,
much effort is devoted to hardware aspects, e.g. on accuracy,
precision, power, infrastructure and costs [7]. Software pre-
sented in this context often focuses on data processing algo-
rithms that are customised for a specific application. Only few
publications deal with the creation of software that distribute
processing to different layers or combine multiple positioning
approaches. For instance, [8] introduces the abstract fusion
model originating from the US Joint Directors of Laboratories
(JDL), consisting of five consecutive levels. On the lowest
level 0, incoming sensor data is pre-processed. Coordinate
system transformation is applied on level 1. On level 2, the
contextual description of the scenario is elaborated. With the
help of these results, inferences are drawn at level 3. Finally,
system performance is monitored on level 4. Another layered
approach for hybrid indoor geolocation with rigid interfaces is
[9]. It is restricted to indoor positioning and only enables easy
exchange of positioning algorithms. Due to its fixed interfaces
and the lack of support for nesting, layered-based concepts
are somehow restricted. Alternatives providing more degrees
of freedom are cycle-based methods, e.g. the Boyd cycle [10].
Here, the cycle of observation, orientation, decision and action
is constantly repeated. The disadvantage is that this is an
abstract concept not being tailored for localization.

In contrast, in [2] we presented a hybrid localization frame-
work employing general operators, where complex operators
can be composed of simple ones. Positioning algorithms and
data processing elements (like filters) are considered as basic
elements. This enables natural integration of cumbersome real-



world issues like coordinate transformation or data sampling.
All these frameworks are, however, not intended to be running
on embedded systems, where processing resources are limited.

Operating Systems (OS) usually address completely differ-
ent sensors the same way. For example, the Linux OS works
with file handles, where entities are addressed by opening,
reading, writing, and closing of files [11]. However, this is
a very rigid approach with which complex operations are
difficult to realise, for instance, switching on a transceiver and
configuring a defined transmission frequency.

Various MCU manufacturers now offer high-level access in
addition to low-level hardware access at register level, e.g. the
Hardware Abstraction Laver (HAL) from ST Microelectron-
ics for ARM® Cortex®-M7 [12], [13]. For example, devices
connected via Universal Asynchronous Receiver Transmitter
(UART) can be addressed in the same way by multiple similar
MCUs. The same applies to the Serial Peripheral Interface
(SPI) or Inter-Integrated Circuit (I2C). However, abstraction
to a higher level is not provided, so that selective addressing
of devices optionally via UART, SPI or I12C is not possible.
Our second method in the next section will do exactly that
and enables abstract commands, e.g. output instructions that,
depending on the underlying hardware, either print the output
on a screen of a host PC, address a terminal via UART, or
execute a blinking sequence on Light-Emitting Diodes (LED).

III. APPROACH

In the following, we present three methods for embedded
positioning systems, the first two facilitating software reuse
and the last reducing time to market. These concepts can be
easily implemented with OOP.

A. Virtual register files employing register indexing

The hardware used in embedded systems is often config-
ured by setting registers. Direct access to these registers or
indirect access via corresponding protocols, e.g. UART, SPI or
12C, is common. Hardware components with similar functions
often have similar register sets, which differ in the identifiers
and the division into fields. For example, transceivers usually
offer the option of defining the transmit or receive frequency,
whereby the specific register configuration depends on the
selected component. For uniform addressing of such units,
we recommend the introduction of virtual registers whose
configuration provided by the application is converted to the
real hardware by register indexing. That indexing can be
carried out using configuration files, which indicate the specific
allocation for each component. Accordingly, the registers are
read using a reverse indexing operation.

The procedure is explained using C++ as an example.
The configuration files, realized as C++ header files, are auto-
matically integrated during compilation and contain multiple
define-statements for each virtual register, which specify its
composition from the non-virtual real hardware register fields.
Fig. 1 and 2 show a possible virtual register and, for the
selected hardware, its composition of two real registers, each
containing some of the bits. The coloured numbers in the
hardware registers denote the corresponding bit indices in
the virtual register and vice versa. Register indexing and its
reverse operation is then simply implemented using a general
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Example on reverse register indexing for reading data from virtual

algorithm for assigning virtual registers to the elements of the
real registers specified in the configuration file. That universal
method operates by masking (&), shifting (>> or <<) and
logically adding (]) bits. For the example shown in Fig. 1 on
register indexing, the values vreo1 and vreg Of the real hardware
register are composed from the virtual one as

Vregl = ((Vvir & 0XEQ) >>2) | peer = ((wyin & 0x1F) <<2)

Note the values of the hardware register that are not to
be modified must remain unchanged when writing, i.e. by
previously reading the old values and logically combining
them with the new values. On the contrary, for inverse register
indexing in Fig. 2, the value vy of the virtual register reads

Vvirt = (('Uregl & OX38) <<2) I (('UregZ & 0X7C) >>2)

If the value range of the virtual and real registers differs,
the introduction of a multiplication factor is also conceivable.

B. Platform abstraction layer

The PAL is an additional intermediate layer so that the
specific implementation of a requirement is separated from its
realisation. This is shown using the example of the template
method design pattern [1] according to Fig. 3 for an instruction
to display an argument, i.e. print. Only the primitive operations
of the ConcreteClass need to be implemented for the respective
hardware. The first primitive method could be the output of
a character string and the second could deal with printing
integers. The display algorithm, which is identical for all
hardware, is realised in the method templateMethod ().
This could initially separate a passing argument into characters
and integers and display these in each case using the primitive
operations. Depending on the associated hardware, these could
now be shown on a host PC or sent to a terminal connected to
the embedded system via UART. Alternatively, visualization on
LEDs could discard all characters and only show the numbers.
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If, instead of primitive operations, complete individual
classes tailored to the hardware are required, then realisa-
tion using the factory method design pattern [1] according
to Fig. 4 is an option. All ConcreateCreator implemented
for the respective hardware generate an object of the type
ConcreteProduct customised for that hardware. All these are
addressed in the same way in the application employing only
the interface of the superclass Product.

C. Mockup hardware for cross-compiling

The final concept is used to run the software on alternative
platforms. Since compiling on these platforms will fail due to
the non-existence of specific hardware entities, we propose to
introduce a PAL as highlighted in the last section III-B and
create mockup code for all hardware. This code will serve as
fallback, if specific hardware is not connected. The options
include leaving the code of the corresponding operations
empty or reproducing the results expected by the hardware.
Thanks to these possibilities, corresponding application code
can be tested on higher-performance platforms without the
time-consuming intermediate step of loading the firmware to
the embedded system or using slow emulators.

IV. CONCLUSION AND FURTHER WORK

In this paper, three methods for embedded positioning
sensors are presented, which on the one hand facilitate the
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reuse of software to avoid a complete redesign in case of
hardware changes, and on the other hand reduce time to
market. Employing OOP, virtual register files are initially
introduced, where register indexing is performed with simple
configuration files for each hardware entity. Subsequently,
PAL allows complex commands to be traced back to the
corresponding connected hardware. While modifications on the
application software are avoided using these methods, the final
approach on mockup hardware for cross-compiling allows to
speed up design and testing by shifting executing the software
away from the embedded system. These advantages come
at the cost of slightly more memory usage and processing
overhead, which are, however, more available as the hardware
continues to develop. On the other hand, porting to alternative
hardware is much easier, as only register configurations may
need to be adapted, for example.

ACKNOWLEDGMENT

We acknowledge the cooperation with the Centre for
Tactile Internet with Human-in-the-Loop (CeTi), a Cluster of
Excellence at TU Dresden and with the BMBF funded project
6G-life (project ID: 16KISK001K).

REFERENCES

[1] E. Gamma, R. Helm, R. Johnson, and J. Vlissides, Entwurfsmuster: El-
emente wiederverwendbarer objektorientierter Software. mitp-Verlag,
2004.

[2] M. Gunia, B. Zhang, N. Joram, and F. Ellinger, “A hybrid local-
ization framework supporting multiple standards and manifold post-
processing,” in 2016 Int. Conf. on Localization and GNSS (ICL-GNSS),
Jun. 2016, pp. 1-6.

[3] M. Gunia, F. Protze, N. Joram, and F. Ellinger, “Setting up an ultra-
wideband positioning system using off-the-shelf components,” in Proc.
13th Work. Positioning, Navig. Commun. (WPNC’16), Oct. 2016, pp. 1-
6.

[4] M. Gunia, A. Zinke, N. Joram, and F. Ellinger, “Setting up a phase-
based positioning system using off-the-shelf components,” in Proc. 14th
Work. Positioning, Navig. Commun. (WPNC’17), Bremen, Germany:
IEEE, 2017, pp. 1-6.

[5S] M. Gunia, Y. Wu, N. Joram, and F. Ellinger, “Building up an inertial
navigation system using standard mobile devices,” Journal of Electrical
Engineering, vol. 5, pp. 299-320, 2017.

[6] M. Gunia, A. Zinke, N. Joram, and F. Ellinger, “Analysis and design of
a MuSiC-based angle of arrival positioning system,” ACM Trans. Sen.
Netw., Jan. 2023, Gerade angenommen, ISSN: 1550-4859. [Online].
Available: https://doi.org/10.1145/3577927.

[71 F. A. Siddiqui, “A hybrid framework for localization and convergence
in indoor environments,” in Student Conf. On Engineering, Sciences
and Technology, Dec. 2004, pp. 12-18.

[8] J.J. Salerno, “Where’s level 2/3 fusion - a look back over the past 10
years,” in 2007 10th Int. Conf. Infor. Fusion, 2007, pp. 1-4.

[9] M. Wallbaum, “Wheremops: An indoor geolocation system,” in The
13th IEEE Int. Symp. on Personal, Indoor and Mobile Radio Commun.,
vol. 4, 2002, 1967-1971 vol.4.

[10]  W. Elmenreich, “A review on system architectures for sensor fusion
applications,” in Software Technologies for Embedded and Ubiquitous
Systems, R. Obermaisser, Y. Nah, P. Puschner, and F. J. Rammig, Eds.,
Berlin, Heidelberg: Springer Berlin Heidelberg, 2007, pp. 547-559,
ISBN: 978-3-540-75664-4.

[11] J. Corbet, A. Rubini, and G. Kroah-Hartman, Linux device drivers:
where the Kernel meets the hardware, 3rd. O’Reilly, 2005.

[12]  STMicroelectronics, “RM0385 Reference manual: STM32F75xxx and
STM32F74xxx advanced Arm®-based 32-bit MCUs,” no. RM0385 Rev
8, pp. 1-1724, 2012.

[13]  STMicroelectronics, “UM1905 User manual: Description of STM32F7
HAL and low-layer drivers,” no. UM1905 - Rev 5, pp. 1-2312, 2012.



58



